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Hopf, Jens-Max, Edward Vogel, Geoffrey Woodman, Hans
Jochen Heinze, and Steven J. Luck. Localizing visua discrimina-
tion processes in time and space. J Neurophysiol 88: 2088—2095,
2002; 10.1152/jn.00860.2001. Previous studies of visual processingin
humans using event-related potentials (ERPs) have demonstrated that
task-related modulations of an early component called the “N1” wave
(140-200 ms) reflect the operation of a voluntary discrimination
process. Specifically, this component islarger in tasks requiring target
discrimination than in tasks requiring simple detection. The present
study was designed to localize this discriminative process in both time
and space by means of combined magnetoencephal ographic (MEG)
and ERP recordings. Discriminative processing led to differential ERP
and MEG activity beginning within 150 ms of stimulus onset. Source
localization of the combined ERPIMEG data was performed using
anatomical constraints from structural magnetic resonance images.
These analysesrevealed highly reliable and focused activity in regions
of inferior occipital-tempora cortex. These findings indicate that the
earliest measurable correlates of discriminative operations in the vi-
sual system appear as neural activity in circumscribed regions of the
ventral processing stream.

INTRODUCTION

Theinitial processing of visual stimuli appearsto be entirely
automatic, occurring regardless of task demands. For example,
neural activity in the retina appears to be insensitive to the
direction of covert attention (Mangun et al. 1986). Once visual
information reaches primary visual cortex (area V1), factors
such as arousal and spatial attention can influence neural ac-
tivity (Gandhi et al. 1999; Ito and Gilbert 1999; Motter 1993;
Roelfsema et a. 1998; Shulman et a. 1997; Somers et al.
1999). However, the effects of top-down factors are smaller in
area V1 than in extrastriate visual areas (Kastner et al. 1998;
Tootell et al. 1998), and these effects may reflect feedback
rather than a modulation of the initial feedforward volley of
sensory activity (Clark and Hillyard 1996; Martinez et al.
1999; Roelfsema et al. 1998). In contrast, top-down modula
tions of activity in extrastriate and inferotemporal visual areas
are quite robust, and at least some extrastriate attention effects
reflect a modulation of feedforward sensory activity (Hillyard
et al. 1998; Luck et a. 1997; Mangun et al. 1997). In general,
top-down factors play an increasing role as visual information
reaches higher levels of processing, defined both in terms of

neuroanatomy (i.e., larger top-down effects in higher-level
cortical regions) and time (i.e., top-down effects become larger
as more time elapses after stimulus onset).

The intention to make a visual discrimination can also in-
fluence neural responses. For example, Spitzer and Richmond
(1991) found that stimulus-€elicited responses in macaque in-
ferotemporal neurons were smallest when the stimuli were
task-irrelevant, became larger when the monkeys were re-
quired to make a simple detection response, and were largest
when the monkeys were required to make a discriminative
response. The time course of these effects was not analyzed,
but the effects appeared to begin within 150 ms of stimulus
onset.

The effects of discriminative processing have aso been
examined in neuroimaging studies that were focused on atten-
tion, but manipulated attention by varying the type of discrim-
ination performed by the subjects. For example, Corbetta et al.
(1990, 1991) found that blood flow was increased in different
regions of visual cortex when subjects discriminated color,
form, and velocity. Similarly, Clark et al. (1997) found differ-
ential patterns of activation when subjects discriminated color
versus face identity, and Wojciulik et al. (1998) found that
activity in the fusiform face area was influenced by whether
subjects performed a face-matching task or a house-matching
task. In arecent PET study, Dupont et a. (1998) report activity
in fusiform gyrus and other regions in a orientation-discrimi-
nation task using square-wave gratings. However, given the
relatively poor tempora resolution of neuroimaging tech-
niques, these effects might reflect preparatory processes or
postperceptual processes rather than perceptual -discrimination
processes.

The time course of discriminative processing has been stud-
ied with event-related potential (ERP) recordings. For exam-
ple, Ritter and his colleagues have conducted several experi-
ments comparing two tasks, a simple-response task in which
subjects made a speeded response as soon as they detected a
stimulus, regardless of its form and a discriminative-response
task in which subjects made different responses depending on
the form of the stimulus (Ritter et al. 1982, 1983, 1988). The
initial P1 sensory response was the same for these two condi-
tions, but the subsequent N1 wave was larger in the discrimi-
native-response condition than in the simple-response condi-
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tion, beginning around 150 ms poststimulus. Ritter et al. (1982)
concluded that this effect reflected the operation of a pattern
discrimination process. More recently, Vogel and Luck (2000)
found that this N1 discrimination effect can be found for color
discriminations as well as for form discriminations and con-
cluded that it reflects a more general discrimination process.
Vogel and Luck also found that the N1 discrimination effect
does not simply reflect increased arousal or increased percep-
tual load. Thus the intention to perform a discrimination can
influence neural activity in the human brain within 150 ms of
stimulus onset.

A similar N1 modulation has been found for attentional
orienting in space (Luck and Hilyard 1995; Mangun 1995).
That is, stimuli at attended locations elicit alarger N1 compo-
nent than stimuli at unattended locations (we call this the N1
spatial attention effect). The time course and scalp topography
of this N1 spatial attention effect resemble those of the N1
discrimination effect. Moreover, the N1 spatial attention effect
appears to be present only when the attended stimulus neces-
sitates some form of discriminative response (Mangun and
Hillyard 1991). Hence the parallels between both N1 effects
suggest that the N1 spatial attention effect may represent an
ERP instantiation of the same discriminative operation under
somewhat different experimental conditions.

The finding of similar ERP effects for manipulations of
attention and manipulations of discrimination makeit clear that
it is sometimes difficult to distinguish between the concepts of
attention and discrimination. Thisis a very complex issue that
has been discussed in detail elsewhere (Luck and Vecera
2002). For the sake of simplicity, this article will make no
distinction between discrimination processes per se and dis-
crimination-related aspects of attention.

The purpose of the present study is to link the precise
temporal information provided by human ERP recordings of
the N1 discrimination effect with the underlying neuroanat-
omy. To accomplish this, we recorded both ERPs and MEG
responses in simple- and discriminative-response conditions.
We then subtracted the waveforms obtained in the simple-
response condition from the waveforms obtained in the dis-
criminative-response condition to isolate activity related to
top-down control of discriminative processing. The neuroana-
tomical sources of this differential activity were then localized
for each subject and for the grand average with the aid of
structural magnetic resonance (MR) images of each subject’s
brain.

METHODS
Subjects

Ten subjects (mean age: 25.9 yr; 5 female; 1 left handed) with
normal color vision and normal or corrected-to-normal visual acuity
participated in this experiment. The experiment was undertaken with
the understanding and written consent of the subjects. Subject were
paid for participation.

Simuli and procedure

The stimuli and procedure are illustrated in Fig. 1. Stimuli were
back-projected from a video projector onto a screen at a viewing
distance of 120 cm. The screen was gray (5.0 cd/m?) and contained a
continuously visible fixation point at the center. The imperative stim-
ulus was a2 X 2° sgquare centered at the fixation point. Each square
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Fic. 1. Principial tria structure. While continuoudly fixating the the center
dot, subjects were required to discriminate the presence or absence of the target
color by alternative button presses (discriminative-response condition) or to
press a button for each imperative stimulus, regardiess of the presence or
absence of the target color (simple-response condition).

was divided into four 1 X 1° quadrants, each filled with a different
color selected from a set of six colors (red, green, blue, yellow, brown,
pink; luminances between 53 and 78 cd/m?). The colors of the
quadrants were selected at random, without replacement, with the
constraint that one of the quadrants was red (the target color) on 10%
of trials.

Subjects performed simple- and discriminative-response tasks in
separate blocks of trials. In the discriminative-response condition,
subjects discriminated the presence of the red target color, pressing a
button with one hand if red was present in the imperative stimulus and
pressing a button with the opposite hand if the target was absent. The
assignment of responses to hands was counterbalanced across sub-
jects. In the simple-response condition, subjects were required to press
a button for each imperative stimulus, regardless of the presence or
absence of the target color. For each subject, the response hand used
in the simple-response condition was the same as the response hand
used on the red-absent trials in the discriminative-response condition.
In both conditions, subjects were instructed to respond as quickly as
possible without making errors.

Each stimulus was presented for 100 ms, with a stimulus onset
asynchrony that varied randomly between 1,300 and 1,500 ms (rect-
angular distribution). On 10% of trias, the imperative stimulus was
replaced by a 100-ms stimulus-free interval; subjects were instructed
to make no response on these catch trials.

Subjects performed eight trial blocks in each condition, alternating
between the simple- and discriminative-response conditions; half of
the subjects started with the simple-response condition and half with
the discriminative-response condition. Each block consisted of 300
trials, including 30 catch trials, 30 red-present trials, and 240 red-
absent trials. Thus each subject received atotal of 1,920 target-absent
trials; this very large number of trials was intended to yield a high
signal-to-noise ratio.

Recording and analysis

The MEG and electroencephalographic (EEG) signals were re-
corded simultaneously using a BTi Magnes 2500 whole-head MEG
system (Biomagnetic Technologies) with 148 magnetometers for the
MEG and an electrode cap (Electrocap International) in conjunction
with a 32-channel Synamps amplifier (NeuroScan) for the EEG.
Electrode locations were chosen according to standard electrode mon-
tage of the American Electroencephalographic Society (1994) (Fpz,
Fz, Cz, Pz, Oz, Iz, Fpl, Fp2, F7, F8, F3, F4, FC1, FC2, T7, T8, C3,
C4, CP1, CP2, P7, P8, P3, P4, PO3, PO4, PO7, PO8, IN3, IN4). High
resolution anatomical MR scans (GE SignaHorizon LX 1.5 T Neuro-
optimized MR) were acquired during a separate session using a
quadrature head coil [3-dimensional (3D) spoiled gradient echo se-
quence, TR 24 ms, TE 8 ms, flip angle 24°, voxel sizel X 1 X 1.5
mm, matrix dimensions 256 X 256 X 124].

The MEG and EEG signals were filtered with a band-pass of
DC-50 Hz and digitized with a sampling rate of 254 Hz. The MEG
was also subjected to an on-line noise reduction process that removes
aweighted sum of environmentally induced magnetic noise measures
(first-order spatial gradients of the field) recorded by eight remote
reference channels that do not pick up brain activity (Robinson 1989).
Artifact rejection was performed off-line by discarding epochs with
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FIG. 2. A: grand-average event-related poten-
tials (ERP) waveforms for nontarget stimuli in
the simple- and discriminative-response condi-
tion at scalp locations showing the maximum
discriminative-simple difference. The gray area
between waveforms indicates the time range of
the N1 component. The shown waveforms were
recorded from left (PO7) and right (PO8) occip-
ital electrode sites (white circles) and averaged
across hemispheres. The black horizontal bar at

-1.0[uV]

the abszissa indicates the time range of signifi-
cant differences (P < 0.05). B: grand-average
MEG waveforms from 2 posterior sensor sites
(white circles). The gray area between wave-
forms indicates the time range of the magnetic
analog of the N1 component. The black horizon-
tal bars at the abszissa indicate time ranges of

0 100 200 300[ms] 0 100 200
— discriminative-response
---- simple-response

peak-to-peak amplitudes exceeding a threshold of 3.0 X 1072 T for
the MEG and 100 nV for the EEG.

For each subject, a Polhemus 3Space Fastrak system was used to
measure the 3D of the EEG electrodes and three skull/scalp landmarks
(nasion and left and right preauricular points). The locations of these
landmarksin relation to the MEG sensor positions were derived on the
basis of localization signals provided by five spatially distributed coils
attached to the subject’s head with a fixed spatial relation to the
landmarks. These landmarks, in turn, were matched with the individ-
ual subjects anatomical MR scans.

Analyses were performed on both individua subjects and on a
grand average across al subjects. To compute the grand average
activity, the coordinate system for each subject was readjusted to the
coordinate system of one reference subject, whose anatomica MR
scan was used for the grand-average source analyses. This MR scan
was, in turn, spatially normalized into the standardized reference
frame of Talairach and Tournoux (1988) for the purpose of reporting
MEG source localization coordinates.*

Average waveforms for both MEG and EEG were computed for
each subject, time-locked to stimulus onset, with a100-ms prestimulus
baseline interval. Separate averages were derived for the discrimina-
tive- and simple-response conditions. Averages were computed only
for imperative stimuli lacking the red target color; the electrophysio-
logical data from target-present stimuli and catch trials will not be
considered in thisreport. The N1 discrimination effect was isolated by
computing difference waves in which simple-response waveforms
were subtracted from discriminative-response waveforms (these are
caled the discriminative-simple difference waveforms). This effect
was quantified as the mean amplitude in these difference waveforms
between 140 and 200 ms, relative to the 100-ms prestimulus baseline.

1 The following steps were applied to transform the cortical surface of
individual brainsinto the reference space of Talairach and Tournoux (1988). 1)
The individual brain was first roughly centered into the Talairach-space using
the extensions of the subject’s brain on the principal axes (x, y, z) of the
Talairach AC/PC-based system. 2) (x-y-z) extensions of 260 equidistantly
spaced locators were then obtained from the surface-envel ope of the reference
brain of Taairach and Tournoux (1988) (Data from all 3 dlice-orientations
were taken into account). 3) The extensions of an equivalent set of 260 locators
were obtained from the surface of the individual brain. 4) The deviation
between corresponding sets of locators was minimized by deforming the
subject’s individual cortex surface using linear scaling and rotation in 3
principal directions (for rotation, additional locators in the gap between the
hemispheres were also used).

v
300(ms] 0 100 200

300[ms] significant differences (P < 0.05).

— discriminative-response
---- simple-response

Statistical anadyses were performed with repeated-measures ANOVAS,
using the Greenhouse-Geisser epsilon correction for nonsphericity when
appropriate (Jennings and Wood 1976).

For each subject, source analysis was performed on the discrimi-
native-simple difference waveforms using the multi-modal neuroim-
aging software Curry 4.0 (Philips Electronics N.V.). For source re-
construction, the MEG and ERP data were combined in a genera
model to achieve maximum localization power (Fuchs et al. 1998b).
Realistic 3D-volume conductor models for each subject were derived
by segmenting the individual MR scans into three shells (cortical
surface, cerebrospina fluid space, and bone structure of the scull)
using the boundary element method (BEM) (Fuchs et al. 1998a). A
distributed source model (a model of the distribution of current over
the cortical surface) served for source localization based on the
minimum norm |east-squares method (MNLS) (Fuchs et a. 1999). In
this model, the BEM surface grid of the cortical surface was used as
a predefined source compartment. Inherent in the MNLS model is the
natural bias toward high gain source locations that would overempha-
size superficial source locations. This was compensated by an addi-
tional model term that weights the estimated currents to account for
the lower gains of deeper dipole components (cf. Curry User Guide,
Philips Electronics N.V. p. 151-154). Finally, the regularization pa-
rameter that links the model term to the data were determined by the
X° criterion relying on the assumption that the data misfit is in the
order of the amount of noise in the data. Noise was estimated from
baseline magnetic activity within a period of 100 ms preceding
stimulus onset.

The same approach to source reconstruction was applied to the
grand average MEG and ERP data using the BEM model of the
reference subject (subject 8).

RESULTS
Electrical waveforms and distributions

Figure 2A shows the grand-average ERP waveforms for
nontarget stimuli in the simple-response and discriminative-
response conditions. The waveforms shown in this figure were
recorded from parietal-occipital sites (PO7 and PO8, white
circles), averaged across hemispheres. The gray areaillustrates
the N1-discrimination effect, which consists of greater nega-
tivity in the discriminative-response condition relative to the
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simple-response condition. This effect began at approximately
140 ms and continued until approximately 270 ms. Ritter et al.
(1982, 1983) argued that this effect consists of an early phase
and a late phase and demonstrated that only the early phase
corresponds to discriminative processing per se. The late
phase, in contrast, was shown to reflect subsequent processing
stages that are more related to stimulus classification and target
probability. Moreover, changing discrimination difficulty mod-
ulated the later but not the early phase (Ritter et al. 1988). A
functional separation into early and late phases was further-
more suggested by differences in scalp topography. In partic-
ular, the scalp topography of the later phase differed for phys-
ical and semantic discrimination tasks. Hence, the later phase
seems to reflect heterogeneous aspects of stimulus processing
that go far beyond elementary discriminative processes. Be-
cause this report investigates the neural sources underlying
earliest discriminative processing, we will focus exclusively on
the early phase (140—200 ms), which is indicated by the gray
region in Fig. 2A.

Figure 3A shows the time course the discriminative-ssimple
difference along with the scalp distribution of the early phase

A anterior

200  300[ms]

— discriminative - simple

Fic. 3. A: grand-average ERP scalp distribution of the discriminative-
simple difference waveform in the time range of the N1 wave. The difference
waveform (right) was recorded from 2 posterior electrode sites (PO7/PO8) and
averaged across hemipheres. The gray area indicates the time range for which
the scalp distribution was computed. B: grand-average magnetic field distri-
bution of the discriminative-simple difference waveform in the time range of
the magnetic analog of the N1 component. The difference waveforms (right)
were recorded from 2 posterior sensor sites (A100/A125). The gray areas
highlight the time window for which the mean magnetic field distribution was
computed. Inset: the geometry of overlapping efflux-influx patterns of the
magnetic flux that would arise from 2 symmetrical current sources with the
same polarity orientation. The black arrows indicate the direction of the
generating current sources, the colored arrows indicate the direction of the
magnetic flux leaving (red) and entering (blue) the brain.
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(2140—200 ms). This effect had a broad occipital distribution
with a larger amplitude over the left hemisphere.

A repeated-measures ANOVA was performed on the N1
measurements for the simple- and discriminative-response con-
ditions. Three factors were included: condition, anterior-pos-
terior electrode position, and electrode hemisphere (the midline
electrode sites were excluded). The larger N1 observed for the
discriminative-response condition yielded a significant main
effect of condition (F(1,9) = 11.93, P < 0.005). The occipital
maximum of this effect yielded a significant 2-way interaction
between condition and anterior-posterior electrode position
(F(1,9) = 13.8, P < 0.005).

Magnetic waveforms and distributions

Figure 2B illustrates the grand-average MEG waveforms
from two posterior sensor sites (A100, A125). The gray areas
between the simple- and discriminative-response waveforms
highlight the magnetic analog of the N1 discrimination effect.
Downward deflections indicate that the magnetic flux is leav-
ing the head (an efflux) and upward deflections indicate that the
magnetic flux is entering the head (an influx). The magnetic
analog of the N1 wave consisted of an efflux over the left
hemisphere and an influx over the right hemisphere, and the
magnitude of these fluxes was greater for the discriminative-
response condition than for the simple-response condition (just
as the magnitude of the electrical response was greater for the
discriminative-response condition). Thisisfurther illustrated in
Fig. 3B, which shows the time-course and distribution of the
mean magnetic field for the discriminative-simple difference
waveforms. The gray areas highlight the time range of the early
phase of the discrimination effect (140-200 ms), which was
the focus of the present analyses. Separate ANOVAS were
performed using the data from the left and right posterior
sensor sites drawn in white in Fig. 2B, with a single factor of
condition (simple vs. discriminative response). This ANOVA
yielded a significant main effect of condition at both the left-
and right-hemisphere sites (left: F(1,9) = 7.64, P < 0.05; right
F(1,9) = 6.93; P < 0.05).

In the field distribution map shown in Fig. 3B, red lines
indicate efflux from the head and blue lines indicate influx into
the head. Note that, unlike the ERP voltage maps, the MEG
maps show opposite-polarity effects over the left and right
hemispheres as would be expected due to the physics of the
magnetic signal. More specifically, regions of efflux and influx
were present over the left and right occipital lobes, respec-
tively. These regions were separate by a wide transition re-
gion—marked with a dashed €ellipse—that exhibited very little
net flux. This pattern is consistent with the presence of two
mirror-symmetrical current sources— each producing an efflux
and an influx—that are spatially arranged such that the efflux
of one cancels the influx of the other (see Fig. 3B, inset, which
illustrates the overlapping efflux-influx pattern in a schematic
manner). That is, a left occipital current source may produce
the efflux observed over the left hemisphere along with a
midline influx, and a right occipital current source may pro-
duce the influx observed over the right hemisphere along with
a midline efflux. The influx and efflux at the midline would
then cancel, yielding the observed broad region of little net
flux. This would also explain the observation of an efflux over
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the left hemisphere and an influx over the right hemisphere,
which would be predicted for current sources in these locations
that have the same polarity orientation. Note, current sources
with the same polarity orientation would be expected for foveal
stimulation as has been used in this experiment. Thisis because
visual up-stream projections and their top-down modulatory
projections would enter into homologue cortical regions given
rough symmetry between hemispheres. Hence, neura currents
arising from mirror image cortical regions would also display
mirror symmetry compatible with the two negative maxima of
the observed electric field (Fig. 3A), and the magnetic flux
orthogonal to these currents would produce overlapping efflux-
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FIG. 4. Distributed-source estimates from the

g discriminative-simple difference waveforms (EEG
0 0.0019 and MEG, 140-200 ms) for each individual subject
(A) and the grand average (B) in left-hemisphere,

back, and right-hemisphere views. To allow opti-

-; z '] mal illustration of the source distribution, the plots
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influx patterns as illustrated in Fig. 3B, inset, consistent with
our observed pattern.

Current density estimates

To estimate the cortical distribution of electrical currents
that giverise to the magnetic and electric field distributions, the
discriminative-simple difference waveforms from both the
EEG and MEG recordings were subjected to a compound
distributed source analysis (see METHODS).

Figure 4A shows distributed-source estimates (140—200 ms)
for each subject and the grand average in left-hemisphere,
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TABLE 1. Sgnal-to-noise ratios in the source reconstruction interval (140—200 ms) of MEG and EEG data for the grand average and

the individual subjects

SNR T&T Coordinates
Explained
MEG EEG Variance, % Hemisphere X y z

GAV 11.7 13.8 98 Left —-50.0 —68.4 —-185
Right 56.4 —62.4 —-151

1 39 6.0 94 Left —615 -575 —21.2
Right 328 =723 -0.1

2 26.6 10.1 98 Left —36.3 -98.9 -9.2
Right 26.6 —96.2 —4.6

3 23.8 39.0 99 Left -52.9 —79.0 -75
Right 32.7 —75.6 -0.5

4 6.8 55 89 Left —53.7 —72.7 -89
Right 379 —85.1 —-6.9

5 6.3 6.8 97 Left —47.8 —67.5 —-18.7
Right 338 —86.6 —18.6

6 54 115 89 Left —59.2 —-14 —-21.9
Right 323 —80.0 —-9.2

7 15.7 14.7 98 Left —44.5 —88.6 —-13.9
Right 53.0 —66.7 —15.2

8 20.1 26.8 99 Left —514 —744 —-16.1
Right 40.4 —-81.2 —-13.2

9 8.2 6.0 94 Left —425 -90.1 -5.9
Right 53.8 —68.2 —-7.3

10 12.3 134 95 Left -50.3 —74.7 —-17.1
Right 58.7 —59.4 —15.7

Centroid Left —50.0 —70.5 -14.0
Right 40.2 =771 -9.1

Explained variance indicates the percentage of variance of the measured data that could be explained by the distributed source model based on combined
el ectroencephal ographi c/magnetoencephal ographic (EEG/MEG) data. The three rightmost columns report coordinates of maximum strength for left- and
right-hemisphere current sources of the discrimination effect in the coordinate system of Talairach and Tournoux (T&T). SNR, signa-to-noise ratio; GAV, grand

average.

back, and right-hemisphere views.? Note that the plots are
scaled differently for each subject to allow optimal illustration
of the source distribution. The grand-average estimates show a
strong left inferior occipito-temporal source and a somewhat
weaker right inferior occipito-temporal source. For both hemi-
spheres, this activity also spread weakly into more anterior
portions of the inferior tempora lobes. The left occipito-
temporal source was clearly evident in 9 of the 10 individual
subjects (all except 6), and the right occipito-temporal source
tended to be weaker and more variable. The more anterior
inferior temporal activity that was evident in the grand average
was present in some subjects (e.g., 6 and 8) but was not clearly
present in many other subjects. Some prefrontal activity was
also evident in a few of the subjects (e.g., 2, 5, and 8).

For each subject, we computed the coordinates of the loca
tion with the greatest current density in both the left and right
hemispheres, using the reference frame of Talairach and Tour-
noux (Talairach and Tournoux 1988). These locations are
shownin Fig. 5, superimposed on the reconstructed brain of the
reference subject. The coordinates are also provided in Table 1,
along with information about signal-to-noise ratio and ex-
plained variance. These maxima are located in the inferior
occipital lobe or occipito-tempora junction for every subject
except one (6). This high level of consistency indicates that the
localization procedure was reasonably accurate and was not
substantially distorted by noise. Thus it is reasonable to con-

2 An MR scan was not available for subject 5, and the BEM of the reference
subject (8) was therefore used as an approximation for calculating the distrib-
uted source estimates for this subject.

clude that the N1 discrimination effect largely reflects activity
in inferior occipital or occipito-temporal cortex.

DISCUSSION

The goal of this study was to localize—in both time and
space—the effects of top-down control over discriminative
processing. As in previous ERP studies (Ritter et al. 1982,
1988; Vogel and Luck 2000), we observed a greater negativity
in the ERP waveforms in the time range of the N1 wave for the
discriminative-response condition than for the simple-response
condition. This effect was largest over occipital cortex, with
greater activity over the left hemisphere. This distribution is
consistent with previous reports of the N1 discrimination ef-
fect. The MEG waveforms also included a larger response in
the N1 latency range for the discriminative-response condition
than for the simple-response condition, and this effect was
again largest at left posterior sites. Thus the intention to per-
form a discrimination influences both electrical and magnetic
responses within 150 ms of stimulus onset.

The timing of the N1 discrimination effect appears to be
similar to the timing of the effects of discriminative processing
observed by Spitzer and Richmond (1991) in macaque infero-
temporal cortex. It is aso similar to the timing of some previ-
ously observed ERP effects that were related to visua discrim-
inations. For example, Thorpe et a. (1996) recorded ERPs
while subjects viewed real-world photographs that either did or
did not contain an animal, and they found an enhanced nega-
tivity for animal-containing photographs starting around 150
ms poststimulus (see also Fabre-Thorpe et al., 2001). Although
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that effect was largest at frontal electrode sites, the timing was
similar to the present N1 discrimination effect. Other studies
have also shown that faces and words €licit differential ERP
responses compared with other stimuli within 150 ms of stim-
ulus onset (e.g., Bentin et al. 1996; Eimer 1998; Jeffreys 1989;
Schendan et al. 1998), and intracranial recordings have yielded
similar effects in regions of the posterior fusiform gyrus (Al-
lison et a. 1994). Thus different varieties of complex visua
stimuli produce differential activity by 150 ms poststimulus,
and the intention to perform a discrimination also produces
differential activity in this time range. It therefore seems plau-
sible that the N1 discrimination effect reflects a top-down
modulation of stimulus-driven discrimination processes.

The discriminative-response condition was more difficult
than the simple-response condition, and it is therefore impor-
tant to consider whether the observed ERP and MEG effects
simply reflect a higher level of arousal. This possibility was
addressed experimentally in a previous ERP study (Vogel and
Luck 2000) that used nearly identical experimental parameters
(stimulus duration, stimulus onset asynchrony (SOA) random-
ization, instruction for fast and accurate responses; the stimuli,
however, were sets of 5 colored letters rather than single-
colored squares). In addition to the discriminative- and simple-
response conditions used in the present study, the previous
study assessed the contribution of arousal by including an
additional simple-response condition in which response speed
was highly stressed and feedback about RT was given. This
speed-stressed condition led to faster RTsand an increasein P1
amplitude, consistent with an increased level of arousal, but the
posterior N1 wave was actually reduced in amplitude. Thus
increased arousal does not lead to an increased N1 wave.

Although onset latency and source localization suggest that
the N1 discrimination effect reflects top-down modulation of
sensory processing in the ventral stream, the actual computa-
tional function of this modulation remains to be explained. The
present findings cannot provide an in-depth answer to this more
fundamental question, but we will briefly discuss how the
present results are related to a more general modeling frame-
work of top-down cortical processing that has been advanced
recently. The predictive coding model (Rao and Ballard 1997,
1999) proposes that top-down-mediated neural responsesin the
visual cortex mainly reflect the interaction (discrepancy) be-
tween the higher levels' predictions about the stimulus features
and the actual features registered by bottom-up visual process-
ing. Along these lines, the instruction to discriminate the stim-
uli in the present study would entail feature (color)-specific
predictions to be built up in the cortical regions we have
identified, whereas the simple task would not necessitate such
predictions. The observed neural activity may reflect the inter-

HOPF, VOGEL, WOODMAN, HEINZE, AND LUCK

FIG. 5. Locations showing maximum cur-
rent dengity in both the Ieft and right hemispheres
of each subject (1-10). Locations are based on
Taairach/Tournoux-coordinates (Taarach and
Tournoux 1988) and superimposed on the re-
constructed brain of the reference subject.

action between the bottom-up sensory information and these
predictions in the discriminative-response task.

In the present study, the neural generator sources of the N1
discrimination effect were estimated by combining ERP and
MEG distributions with structural MR images. There was some
variability across subjects in the overall pattern of estimated
cortical distributions, but the estimated maximum site of acti-
vation was highly similar across both hemispheres and across
all subjects except one. This maximum was located in inferior
occipital or occipito-temporal cortex, near the border between
areas 19 and 37. Previous neuroimaging studies have also
shown that active processing of color information leads to
enhanced activity in this general region. For example, Corbetta
et al. (1990, 1991) compared a passive condition similar to our
simple-response condition with focused attention conditionsin
which subjects performed color, form, and velocity discrimi-
nations, an additional divided-attention condition was also
included in which subjects performed color, form, and velocity
discriminations simultaneously. When the passive condition
was subtracted from the attend-color condition, significant
activation was observed in the left lingual gyrus. When the
divided-attention condition was subtracted from the attend-
color condition, a broadband of activation was observed in
lateral occipital cortex, particularly in the left hemisphere. The
general location and lateralization of these effects are similar to
the maximum estimated activity observed in the present study,
and they may reflect exactly the same neural processes. Thus
the present results suggest that previously observed neuroim-
aging effects may reflect, in part, activity from approximately
140200 ms poststimulus.

Spatial attention also influences neura activity in this time
range and in this region of cortex. Specificaly, attended-
location stimuli elicit enhanced N1 waves (e.g., Eimer 1994;
Mangun and Hillyard 1990; Van Voorhis and Hillyard 1977),
and attended-location stimuli elicit enhanced activity in lateral
occipital cortex (e.g., Kastner et al. 1998; Tootell et al. 1998;
Woldorff et al. 1997). Moreover, spatia attention does not
appear to influence the N1 wave unless subjects perform a
discrimination at the attended location (Mangun and Hillyard
1991). Together with the present results, these findings suggest
that discriminative processes in human occipital cortex begin
to operate within 150 ms poststimulus and are influenced by
both the overall intention to perform a discrimination and by
spatial attention.
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