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Microcircuitry of Agranular Frontal Cortex: Testing the
Generality of the Canonical Cortical Microcircuit

David C. Godlove, Alexander Maier, Geoffrey F. Woodman, and Jeffrey D. Schall
Department of Psychology, Vanderbilt Vision Research Center, Center for Integrative and Cognitive Neuroscience, Vanderbilt Brain Institute, Nashville
Tennessee 37232

We investigated whether a frontal area that lacks granular layer IV, supplementary eye field, exhibits features of laminar circuitry similar
to those observed in primary sensory areas. We report, for the first time, visually evoked local field potentials (LFPs) and spiking activity
recorded simultaneously across all layers of agranular frontal cortex using linear electrode arrays. We calculated current source density
from the LFPs and compared the laminar organization of evolving sinks to those reported in sensory areas. Simultaneous, transient
synaptic current sinks appeared first in layers III and V followed by more prolonged current sinks in layers I/II and VI. We also found no
variation of single- or multi-unit visual response latency across layers, and putative pyramidal neurons and interneurons displayed
similar response latencies. Many units exhibited pronounced discharge suppression that was strongest in superficial relative to deep
layers. Maximum discharge suppression also occurred later in superficial than in deep layers. These results are discussed in the context
of the canonical cortical microcircuit model originally formulated to describe early sensory cortex. The data indicate that agranular
cortex resembles sensory areas in certain respects, but the cortical microcircuit is modified in nontrivial ways.
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Introduction
The microcircuitry of agranular frontal cortex is unknown. An
influential canonical cortical microcircuit (CCM) has been de-
scribed based extensively on work performed in cat and monkey
visual cortex (Gilbert, 1983; Callaway, 1998; Douglas and Martin,
2004). Prominent features of this well known model include as-
cending input to granular layer IV and local, layer-specific pro-
jection patterns (Fig. 1). But unlike visual cortex, agranular
frontal areas exhibit poorly defined laminar cytoarchitecture
with no identifiable layer IV (Fig. 2). Nevertheless, it is widely
assumed that the CCM described in early sensory areas is a ubiq-
uitous feature of neocortex. This conjecture guides influential
cortical hierarchies (Felleman and Van Essen, 1991; Markov et
al., 2011), underlies interpretation of the fMRI BOLD signal
(Logothetis, 2008; Boynton, 2011), and is foundational for large-
scale implementations of cortical function including the ambi-
tious Blue Brain Project (Markram, 2006; Heinzle et al., 2007;
Helmstaedter et al., 2007). If the CCM does not generalize to

frontal cortex, much of this work may require re-evaluation.
Thus, investigators have advocated for studies to reveal details of
microcircuitry in agranular areas (Shipp, 2005).

Current source density (CSD) derived from the local field
potential (LFP) reveals the laminar sequence of neural activation
across cortical layers (Freeman and Nicholson, 1975; Nicholson
and Freeman, 1975; Mitzdorf and Singer, 1978, 1979; Mitzdorf,
1985; Buzsáki et al., 1986). Using linear electrode arrays to com-
pare LFP at adjacent sites, one can remove far-field potentials and
referencing artifacts and observe local current flow (Kajikawa
and Schroeder, 2011). This approach reveals the temporal struc-
ture of activity across cortical layers as ensembles of dendrites
depolarize in sequence (Di et al., 1990; Schroeder et al., 1998;
Lakatos et al., 2007; Lipton et al., 2010). CSD thus provides a
functional readout of cortical microcircuitry, encompassing a
wider field of view than single-unit and optogenetics approaches.
Combined with measures of spiking activity, CSD can also reveal
the laminar origin of single- and multi-unit activity. However,
the very properties that make agranular cortex useful for testing
the generality of the CCM may render CSD recordings impracti-
cal. The CSD approach has been effective in sensory areas pre-
cisely because of their anatomical structure; dendrites from
neural ensembles arborize together in well defined layers and
depolarize in unison, allowing the summation of current flow to
be observed at the mesoscopic scale (Freeman and Nicholson,
1975; Nicholson and Freeman, 1975; Mitzdorf, 1985; Riera et al.,
2012). In the absence of layer IV and lacking clear laminar
boundaries, agranular frontal cortex may not produce interpre-
table CSD.

To address these questions, we report the first CSD measured
from frontal cortex. Using LFP combined with laminar single-
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and multi-unit recordings, we characterize functional parame-
ters of cortical microcircuitry in agranular supplementary eye
field (SEF), a well studied region of dorsomedial area 6 (Schlag
and Schlag-Rey, 1987; Matelli et al., 1991; Schall, 1991). While
many features conformed to the CCM, key differences were also
observed.

Materials and Methods
Monkey care and surgical procedures. Data were collected from one male
bonnet macaque (monkey E, Macaca radiata, 8.8 kg) and one female
rhesus macaque (monkey X, Macaca mulatta, 6 kg). Animal care ex-
ceeded policies of the United States Department of Agriculture and Pub-
lic Health Service Policy on Humane Care and Use of Laboratory
Animals. All procedures were supervised and approved by the Vanderbilt
Institutional Animal Care and Use Committee. Magnetic resonance im-
ages (MRIs) were acquired to aid in placement of recording chambers
(Godlove et al., 2011b), with a Philips Intera Achieva 3 tesla scanner using
SENSE Flex-S surface coils placed above and below the head. T1-
weighted gradient-echo structural images were obtained with a 3D turbo
field echo anatomical sequence (TR � 8.729 ms; 130 slices, 0.70 mm
thickness). Cilux recording chambers (Crist Instruments) were im-
planted normal to the cortex (17° monkey E, 9° monkey X relative to
stereotaxic vertical) centered on midline 30 mm (monkey E) and 28 mm
(monkey X) anterior to the interaural line. Surgical placement of head-
posts has been described in detail (Godlove et al., 2011a).

Cortical mapping and electrode placement. We recorded from the SEF
because its location and functional responses provide several advantages
for characterizing CSD and laminar spiking activity in agranular frontal
cortex. First, SEF is located in the dorsal medial convexity in macaques,
making it readily accessible for laminar electrode array recordings per-
pendicular to the cortical layers. Second, neurons in SEF display visual
responses (Schall, 1991; Pouget et al., 2005) making it possible to evaluate
laminar CSD and spiking responses with the same procedures used in
sensory areas. Neurons in SEF also exhibit modulated activity associated
with eye movements (Schlag and Schlag-Rey, 1987; Schall, 1991; Olson
and Gettner, 1995; Heinen and Liu, 1997; Stuphorn et al., 2010) affording

investigation of whether laminar CSD and spiking patterns are consistent
across sensory and motor processes.

Following recovery after surgery, chambers implanted over medial
frontal cortex were mapped using tungsten microelectrodes (2– 4 M�;
FHC) to apply 200 ms trains of biphasic microstimulation (333 Hz, 200
�s pulse width) of up to 200 �A using a BAK pulse generator and micro-
stimulator in combination with an FHC isolator in constant current
mode to elicit limb, orofacial, and eye movements. SEF was identified as
the area from which saccades could be elicited using �50 �A of current
(Schlag and Schlag-Rey, 1987; Schall, 1991; Tehovnik et al., 1999;
Martinez-Trujillo et al., 2004). In addition to the data reported here,
during every recording session we collected data while monkeys per-
formed the saccade countermanding task. These data will be the subject
of a future report. In all sessions, neural responses in SEF conformed to
those obtained during previous studies using the countermanding para-
digm (Stuphorn et al., 2000). At the conclusion of our recording sessions,
we repeated microstimulation in monkey E and verified that saccades
were still elicited from SEF.

We found the lateral positions granting access to SEF perpendicular to
the cortical layers by consulting MRI scans. These positions were further
refined through mapping the 3D orientation of gray matter within the
chamber by monitoring spontaneous neural activity as a function of
depth, using a Grass Technologies audio monitor. SEF is 1992 �m (� 31
�m) thick in histological preparations (Matelli et al., 1991). Using
Teflon-coated tungsten microelectrodes, and driving at a speed of 25
�m/s, we discriminated the gray-to-white matter transition (GWT) by
the sudden paucity of units and the overall decrease in audible hash.
When entering cortex obliquely, the GWT was encountered �2 mm after
contacting the pial surface. In the extreme, when the electrode was posi-
tioned within �2 mm of the midline, electrode tracks traversed the me-
dial wall so that GWT was never encountered. We found the position
allowing a penetration perpendicular to the cortical surface by advancing
electrodes at gradually more lateral positions until we discerned the
GWT 2 mm after contacting the pial surface.

To confirm that these coordinates placed electrodes perpendicular to
gray matter, we conducted computed tomographic (CT) scans with
guide tubes in place and coregistered these data with structural MRIs
using a point-based method implemented in OsiriX. CT scans were ac-
quired using a Siemens microCAT II with an x-ray beam intensity of 180
mA and an x-ray tube potential of 80 kVp. Images were reconstructed at
512 � 512 � 512 with a voxel size of 0.252 � 0.252 � 0.122 mm 3.

We used four points on the skull that could be easily seen in both CT
and MR images to carry out the coregistration: (1) the crest of the bone
surface on the brow ridge midway between the supraorbital processes,
(2) the point where the interior of the skull protrudes between the base of
the occipital lobe and the cerebellum, and (3 and 4) the most lateral
positions of the interior aspects of the left and right zygomatic arches. In
both the MRI and the CT data, points 1 and 2 could be easily identified in
a midline sagittal section. Points 3 and 4 could be identified in both
imaging modalities by gradually advancing more lateral through sagittal
slices and marking the location in the first slice where the anterior and
posterior aspect of the zygomatic arch merged into one. These points
were advantageous for several reasons. First, because each of these points
represents an area of bone surrounded by soft tissue (as opposed to
air-filled sinuses) they were readily apparent in both imaging modalities.
Second, these points are widely separated encompassing the majority of
the skull in all three dimensions. Because these points bound the outer
limits of the skull, and because our guide tube was positioned in between
and close to the middle of all of these points, deviations in their place-
ment resulted in comparatively small deviations in the guide tube posi-
tion relative to cortex. By inspecting the data in all three dimensions we
found that these points yielded excellent coregistrations.

In monkey E, all recordings were obtained in a location 31 mm ante-
rior to the interaural line, 5 mm lateral to the midline. In monkey X all
recordings were obtained either 29 mm or 30 mm anterior and 5 mm
lateral. During mapping of the bank of the medial wall of cortex, we
noted that both monkeys had chambers placed �1 mm to the right with
respect to midline of the brain. This was confirmed in the coregistered
CT/MRI data. Thus, our stereotaxic estimates of 5 mm lateral actually
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Figure 1. Essential characteristics of the CCM. a, Interareal and interlaminar excitatory pro-
jections, highlighting projections thought to determine the timing of CSD in specific laminae.
Projections are numbered in order of temporal precedence for clarity (adapted from Gilbert,
1983). b, Lateral, recurrent excitatory and inhibitory projections. GABAergic projections exert-
ing inhibitory influence are depicted in red. Glutamatergic projections exerting excitatory influ-
ence are depicted in blue. Pools of superficial and deep layer pyramidal neurons are modeled
separately to account for differences in GABAA and GABAB receptor distributions (adapted from
Douglas and Martin, 1991).
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placed our electrodes �4 mm lateral with respect to the cortical (as
opposed to the skull-based stereotaxic) midline.

Estimation of electrode track angles. We segmented the pial surface and
the GWT in coronal and sagittal slices directly beneath the guide tube for
each monkey without reference to the coregistered CT images, and trans-
ferred these boundaries to the coregistered data. We then implemented a
custom algorithm in MATLAB to estimate angles perpendicular to gray
matter. For every pixel representing the pial surface in the 2D image, the
algorithm found and recorded the closest pixel in Euclidean space repre-
senting the GWT. This resulted in a network made up of triangular webs,
since a single GWT pixel was often found to be closest to several pial
surface pixels. The algorithm then worked in reverse, matching every
GWT pixel to its closest pial surface counterpart. Finally, the algorithm
recorded the average angle of all connections between the pial surface and
the GWT in a sliding window. We found that smoothing across 25 angles
provided a balance between angle accuracy and spatial resolution. For
display purposes we only plot every 10th angle calculated in this fashion
in Figure 3. By comparing the estimated angles perpendicular to gray
matter to the angle of the guide tubes, one can see clearly that electrode
tracks were perpendicular to the cortical laminae.

Data collection protocol. During recordings, monkeys sat in enclosed
primate chairs with heads restrained 45 cm from a CRT monitor (Dell;
P1130 background luminance of 0.10 cd/m 2) running at 70 Hz subten-
ding 46 � 36° of visual angle. The monitor was unplugged while saccades
were recorded in darkness; the only source of illumination was a small bank
of infrared light emitting diodes (5 � 7° of visual angle, 0.03 cd/m2), neces-
sary for video-based eye tracking. Flash presentation was contingent on
eye position under computer control (Tempo; Reflective Computing).

We performed an identical daily recording
protocol across monkeys and sessions. After
advancing the electrode array to the desired
depth, we waited 3– 4 h until recordings stabi-
lized across contacts. This waiting period re-
sulted in consistently stabile recordings; single
units could usually be held indefinitely. After
achieving recording stability, we recorded 1 h
of resting-state activity in near-total darkness
with the CRT monitor unplugged. These data
will be the subject of a future report. We then
presented wide-field flashes of light to the
monkeys in blocks of 100 –200 presentations.
Whenever the monkey’s gaze fell within 11° of
the center of the CRT monitor, the central 40 �
36° of the CRT monitor flashed white (34.80
cd/m 2) for a single frame (14.3 ms at 70 Hz)
every 500 ms for as long as the monkey main-
tained gaze. These blocks were interleaved with
periods of near total darkness of �5–10 min in
length. Saccades made during these periods
form the basis for the saccade-related CSD
analysis. This blocked design prevented the
monkeys from becoming fully dark adapted.
We collected 500 –1000 presentations of light
flashes and �30 min of saccades in darkness
per day. After this, we allowed monkeys to
complete �2000 –3000 trials of a saccade stop-
signal task (Schall and Godlove, 2012); these
data will be presented in a separate report.
Daily recording sessions ran from approxi-
mately 8:00 A.M.to 5:00 P.M. Data for this re-
port was collected between 1:00 and 3:00 P.M.

Data acquisition. Intracranial data were re-
corded using a 24-channel Plexon U-probe
with 150 �m interelectrode spacing. The
U-probes had 100 mm probe length with 30
mm reinforced tubing, 210 �m probe diame-
ter, 30° tip angle, and 500 �m to first contact.
Contacts were referenced to the probe shaft
and grounded to the headpost. We used
custom-built guide tubes consisting of 26

gauge polyether ether ketone (PEEK) tubing (Plastics One) cut to length
and glued into 19 gauge stainless steel hypodermic tubing (Small Parts)
that had been cut to length, deburred, and polished to support the
U-probes as they penetrated dura and entered cortex. The stainless steel
guide tube provided mechanical support, while the PEEK tubing electri-
cally insulated the shaft of the U-probe, and provided an inert, low-
friction interface that aided in loading and penetration. We used
microdrive adapters that were fit to our recording chambers with �400
�m of tolerance and locked in place at a single radial orientation (Crist
Instruments). After setting up hydraulic microdrives (FHC) on these
adapters, pivot points were locked in place by means of a custom me-
chanical clamp and neither guide tubes nor U-probes were removed
from the microdrives once recording commenced within a single mon-
key. These methods ensured that we sampled neural activity from pre-
cisely the same location relative to the chamber on repeated sessions.

All data were streamed to a single data acquisition system (MAP;
Plexon). Time stamps of trial events were recorded at 500 Hz. Eye posi-
tion data were streamed to the Plexon computer at 1 kHz using an Eye-
Link 1000 infrared eye-tracking system (SR Research). LFP and spiking
data were processed with unity-gain high-input impedance head stages
(HST/32o25-36P-TR; Plexon). LFP data were bandpass filtered at 0.2–
300 Hz and amplified 1000 times with a Plexon preamplifier, and digi-
tized at 1 kHz. Spiking data were bandpass filtered between 100 Hz and 8
kHz and amplified 1000 times with a Plexon preamplifier, filtered in
software with a 250 Hz high-pass filter, and amplified an additional
32,000 times. Waveforms were digitized from 	200 to 1200 �s relative to
threshold crossings at 40 kHz. Thresholds were typically set at 3.5 SDs
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Figure 2. Cytoarchitecture of agranular frontal cortex compared with visual cortex. a, Data reproduced from Paxinos et al.
(2000) with permission. Sections were reacted immunohistochemically for the demonstration of neurofilament protein SMI32.
Sulcal landmarks and specific areas are labeled to aid in orientation (V1, primary visual cortex; V2, visual area 2). Schematic insets
show approximate planes from which sections were taken. Areas outlined in blue are magnified at right. V1 can be clearly
delineated by laminae and shows a distinct layer IV separating layers III and V. In contrast, SEF exhibits clusters of pyramidal cells
in layer III with less dense pyramidal cells in layer V (Geyer et al., 2000). b, Comparison of laminar distribution of acetylcholinest-
erase (AChE), myelin fibers, and Nissl substance in primary visual cortex (top) and SEF (bottom). Each pair represents tissue taken
from the same monkey. The pronounced laminated structure of visual cortex contrasts with the more homogeneous appearance of
SEF. The laminar pattern of AChE staining in SEF is very different from that in primary visual cortex, being most dense in layer I and
dense as well in layers V and VI. Likewise, the laminar pattern of myelin fiber staining in SEF is markedly different from that in
primary visual cortex, lacking lamination and most dense only up to layer II. Nissl sections show that SEF is quite distinct from
primary visual cortex with no clear boundary separating the homogeneous layers II and III that contain mostly small pyramids
except in the lowest part of III in which medium-size pyramids are present. Layer VI contains mainly fusiform cells and can be
divided by cell density into superficial, relatively sparse and deeper, relatively dense sublayers (Matelli et al., 1991).
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from the mean. Single units were sorted on-
line using a software window discriminator
and refined off-line using principal compo-
nents analysis implemented in Plexon off-line
sorter. Waveforms that crossed threshold but
could not be reliably distinguished from one
another were classified as multi-units.

LFP and CSD analysis. Data analyses were
performed in MATLAB (MathWorks). LFPs
were time locked to stimulus onset or saccade
initiation (defined as the instant that the eye
exceeded 30°/s). Data were baseline corrected
to the 200 ms interval preceding stimulus on-
set, or to the period 	400 to 	200 ms relative
to saccade onset for our motor-related CSD
analysis. To observe power in the � range, LFP
data were bandpass filtered 40 – 80 Hz using a
finite impulse response function 51 ms in
length (designed using the fir1() function in
the MATLAB signal processing toolbox) ap-
plied in both directions to cancel phase shifts
and the filtered data were then rectified. Power
in the � range was estimated by averaging this
signal across the entire time course.

After constructing event-related LFPs, we
estimated CSD by approximating the second
spatial derivative at each point in time using
the equation:

CSD � � S

� x � h� � 2
� x� � 
� x � h�

h2

where 
 � the observed voltage, h � the inter-
electrode spacing (150 �m in our case), and
S � the average conductance of primate gray
matter (0.4 S/m; Logothetis et al., 2007). The
CSD reveals local dendritic current flow in gray
matter where neural ensembles arborize to-
gether and depolarize in unison, allowing the
summation of current flow to be observed at
the mesoscopic scale (Freeman and Nicholson, 1975; Riera et al., 2012).
CSD values were scaled to nA/mm 3 to afford comparison to values ob-
tained in primary visual cortex (Maier et al., 2010; Maier et al., 2011). To
approximate CSD continuously across space, we interpolated between
electrode contacts using nearest neighbors to a density of 10 �m and
convolved the result with a Gaussian filter (� � 100 �m; Pettersen et al.,
2006). This was important because CSD data were averaged across
recording sessions and successive CSD recordings could be offset by
increments smaller than 150 �m (interelectrode spacing). Thus grand-
averaged CSD was sampled with higher resolution than the interelec-
trode spacing, conceptually similar to how the Hubble Ultra Deep Field
telescope achieves higher resolution by slight (half-pixel) perturbations
in position across imaging sessions (Beckwith et al., 2006). The averaged
CSD for each monkey was normalized to the grand-averaged CSD by
scaling its SD to the average SD. This is conceptually similar to z-scoring
the data from each monkey while preserving the absolute magnitude of
the grand-averaged CSD. Qualitatively identical results were obtained
without normalizing the data, but this step ensured that both monkeys
contributed equally to the final results.

Automated depth alignment technique. Our recording depths were jit-
tered from session to session, both intentionally by advancing the
electrode array to different levels, and unintentionally by unavoidable
day-to-day deviations in cortical dimpling caused by viscoelasticity of the
neural tissue. This made it necessary to develop methods to align the CSD
recordings across sessions in an unbiased fashion. Microdrive depth
measures are not sufficiently reliable because they do not account for
variable cortical dimpling. We adopted methods similar to those used
previously (Di et al., 1990; Maier et al., 2010; Riera et al., 2012), who
aligned and averaged consecutive recording sessions relative to the peak

of the initial visually evoked sink that is readily apparent in primary visual
cortex following presentation of a flashed visual stimulus. Although we
consistently observed a sink in consecutive recording sessions around 50
ms after presentation of a flashed stimulus, this sink was smaller in mag-
nitude resulting in a lower SNR relative to findings from visual cortex.
This lower SNR may have biased our results if we had adopted a manual
alignment procedure. Thus, we devised an automated depth alignment
procedure to minimize differences between recording sessions using all
available source and sink information in a given time window.

Our goal was to find the optimal vector of N recording contact depths,
 � ��1, �2, … �N�, to align CSD values over time across N sessions.
This was accomplished by obtaining the least-squared error of the CSD
across time (t) and depth (d). For each possible vector  of depth shifts
we computed an error term (	) by summing all pairwise CSD differences
across nd depths, nt time points, and N pairwise comparisons between
recording sessions:

	�� � �
i�1

N	1 �
j�i�1

N 1


�i, j�
�

d

nd �
t

nt

�CSDi,d��i�,t � CSDj,d�� j�,t�
2

where 
�i, j� is the maximal integer number of overlapping measures of
current flow between a given pair of sessions, determined by the shift for
each session specified in . This method differs from that used by Self et
al. (2013) in which all data were matched to a single representative ses-
sion. Because 	 sums across all possible pairwise comparisons, the opti-
mal depth solution is not dependent on a choice of representative session.
This code is available upon request.

We implemented a genetic algorithm for parameter optimization to
minimize 	 (using the ga()function in the MATLAB global optimization
toolbox). We fit the period of time 50 –100 ms after stimulus onset, since
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Figure 3. Location and penetration angle of recordings. a, b, Maps derived from effects of intracortical electrical microstimu-
lation in each monkey. The anterior location of the center of the chamber is indicated at left. Circles depict grid hole locations spaced
1 mm apart. Legend shows the types of movement elicited with 50 –200 �A of injected current. Crosshairs show the locations of
guide tubes in CT images on right. c–j, Coregistered MR (green) showing soft tissue including gray matter and white matter with
CT (red) showing bone, stainless steel chamber adapters, titanium screws, titanium headposts, some dental acrylic used in the
implants, and stainless steel guide tubes. c, d, Show coronal and sagittal planes for monkey X. e, f, Show coronal and sagittal planes
for monkey E. Blue squares in c–f are magnified in g–j. Cyan lines in g–j show pial surface and transition from gray matter to white
matter. Thin yellow lines show the result of an automated algorithm that minimized distance between the pial surface and gray
matter to calculate angles perpendicular to gray matter (see Materials and Methods). Thick yellow lines plot the trajectory of
electrode arrays based on the orientation of guide tubes. Thick and thin yellow lines are virtually parallel at points of entry. This
orientation validates the CSD measurement.
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we systematically observed large visually evoked activity during this time
across monkeys and sessions. To ensure that adequate data were used to
calculate 	, we also constrained the depth parameters to guarantee at least
50% overlap between every recording session. Given our microdrive
depth records, this was a conservative estimate. We performed this pro-
cedure separately for data from each monkey and aligned the subject data
simply by maximizing the cross-correlation of the CSDs averaged across
sessions within animals from 50 to 100 ms after stimulus onset.

These methods were useful for aligning recording sessions with respect
to one another, but the relationship between the CSD and the underlying
anatomy must still be inferred. In our data, sinks could be observed
across only 2 mm of tissue in the grand-averaged CSD. Sinks were not
observed outside of this limited extent. To our knowledge, only one study
has quantified the thickness of SEF and its associated layers. Matelli et al.
(1991) reported that SEF is almost exactly 2 mm (1992 � 31 �m) in
thickness, and also detailed the precise location and thickness of each
layer. Comparing the 2 mm of active sinks observed to the 2 mm of SEF
defined histologically by Matelli et al. (1991), we found excellent corre-
spondence between current sinks in the grand-averaged CSD, and the
locations and thickness of histological layers in SEF. Accordingly, we
estimated the laminar origin of current sinks in the grand-averaged CSD
based on this correspondence. Because each individual recording session
contributes to the grand-averaged CSD with a specific alignment, we
were able to work backward from the grand-average CSD and assign
laminar origins to the spiking data. Single- and multi-unit data were
binned based on their proximity to the center of mass of the nearest
visually evoked current sink in the grand-averaged CSD. Specifically, to
delineate functionally defined borders between layers, we split the dis-
tance between the minimum of each active sink. Using the minimum of
the initial visually evoked sink in layer III as the zero depth measure, this
method identified the following depths as laminar boundaries: layers
I/II–III at 0.21 mm, layers III–V at 0.36 mm, and layers V–VI at 1.02 mm.
These boundaries form the basis for identification of spiking activity with
specific laminae. It should be noted that this method is only as precise as
the automated alignment algorithm detailed above. To the extent that
individual recording sessions are aligned with the grand average, it is safe
to consider spiking activity originating from the location of a specific sink
and therefore from a specific layer. Blurring of these boundaries may
occur when the alignment of individual recording sessions deviates from
that of the grand-averaged CSD. Inspection of the alignment of each
individual session suggests that this type of blurring was minimal (see
Results). However, the laminar assignments of spiking activity should be
regarded as averages rather than strictly delineated bins.

Spike metrics. The U-probe we used was optimized to provide spike as
well as LFP data. To estimate the number of false-positive and false-
negative spike events assigned to each putative single unit, we calculated
the composite false-positive and false-negative scores devised by Hill et
al. (2011a). These metrics combine the following measures into a single
score for each neuron: (1) the overall number of false positives estimated
by extrapolating the number of spiking events recorded during the re-
fractory period, (2) estimates of the number of false negatives that were
missed during the censored period after threshold triggering, (3) esti-
mates of the number of false negatives from fitting the distribution of
spike amplitudes and calculating the probability that spikes failed to cross
threshold, and (4) estimates of overlap applied to Gaussian fits in prin-
ciple component space. All Gaussian fits were visualized in the first two
dimensions of principle components space. The distributions of princi-
ple components were well described by Gaussian fits in the majority of
cases (82%). In accordance with the method proposed by Hill et al.
(2011a), false negatives and false positives were estimated relying on the
refractory period, censored period, and thresholds alone in the remain-
ing cases.

We classified neurons as biphasic if the late positive peak exceeded the
maximum activity recorded before threshold crossing by at least 1 SD.
Neurons that did not meet this criterion were classified as triphasic.
Visual inspection confirmed that this criterion classified neurons appro-
priately. Spike width was determined by interpolating mean spike wave-
forms to a resolution of 1 �s using a smoothing spline and then
measuring the distance from peak to trough (Cohen et al., 2009). We

excluded triphasic spikes from this analysis. Across our entire dataset of
295 well isolated units, this criterion eliminated 39 units (13%). This
number is larger than the number of units excluded by visual inspection
in a previous report (Mitchell et al., 2007). We speculate that this differ-
ence may be explained by differences in the recording properties of the
electrode array that we used (see Results). These differing results may also
have been produced by on-line selection bias in the recording methods.
We did not select the units we recorded based on their waveforms or
response characteristics, choosing instead to record from every neuron
encountered on an electrode contact.

Statistical methods. We used two approaches to assess the statistical
significance of the CSD. First we performed a hierarchical, repeated-
measure ANOVA with fixed factors of layer (I/II, III, V, vs VI), time
epoch (50 –150 ms vs 151–250 ms after flash stimulus), and monkey (E or
X), as well as an additional random factor of session nested within the
fixed factor of monkey. We also conducted a second test that compared
CSD activity recorded at each channel location to CSD activity on the
same channel recorded during the baseline period before stimulus pre-
sentation allowing more precise visualization of the times and locations
of significant current flow. To do this, we adopted the same criteria
applied to LFP data by Purcell et al. (2012). We binned channels into 150
�m intervals (the interelectrode spacing) and then compared CSD mag-
nitude to that recorded during the 20 ms immediately before stimulus
onset, or during the 	220 to 	200 period before saccade onset. To
correct for multiple comparisons, channels were deemed to show
saccade- or motor-related activity only if the CSD deviated significantly
from baseline for five consecutive 10 ms time bins (Wilcoxon rank sum
test, p � 0.05). Importantly, by carrying out statistics on individual re-
cording depths differences in N caused by changes in electrode depth
across days is accounted for and power is appropriately adjusted. Results
of the ANOVAs and running Wilcoxon tests were in agreement, showing
significant differences in CSD measured across depth and time.

We classified units as visually responsive or saccade related using the
same running Wilcoxon method adopted by Purcell et al. (2012) and
described above. Rasters were convolved with a kernel resembling a post-
synaptic potential (Thompson et al., 1996) to construct spike density
functions for individual trials, and analyses were performed on these
functions.

CSD and single-unit onset latencies were measured using the same
running Wilcoxon approach adopted by Purcell et al. (2012). For CSD
latency measures, data were collapsed across channels within layers and
the Wilcoxon rank sum test was performed on session means (N � 17).
For single-unit data, Wilcoxon rank sum tests were performed within
sessions on individual trials. Visual latency was defined as the first instant
that the response deviated significantly from baseline ( p � 0.01) given
that this difference remained significant for at least 10 consecutive 1 ms
bins. The mean activation during this epoch was also used to classify
units as either enhanced or suppressed. We performed a 4 � 2 ANOVA
with factors of layer (II, III, V, and VI) and response type (enhanced or
suppressed) to test for differences in latencies between depths and unit
groups. This method provides a powerful, statistically reasoned measure
of the difference from baseline for each time bin after stimulus onset.
However, it only provides a single latency estimate across sessions, and
the variability in latency onset across sessions therefore cannot be as-
sessed. To compliment this approach, we also conducted a within-
session latency measure similar to that adopted by Self et al. (2013).
Within sessions we identified the largest magnitude current sinks from
each layer following stimulus onset. We recorded the first time bin that
the magnitude of this current sink exceeded 33% of the maximum re-
sponse as the latency. These two CSD latency measures agreed.

Histology and cell counts. Histological material was gathered and pro-
cessed as described previously (Schall et al., 1995; Pouget et al., 2009).
Bright-field images were photographed using a Nikon microscope
through a 2� objective. A semi-automatic method for cell identification
in the histological material was implemented in the MATLAB program-
ming environment (Fig. 9, right). The logic of this algorithm is as follows.
A user first identified �30 – 40 cells in each histological image manually.
The algorithm recorded 8-bit RGB color data from each user-defined
neuron and used these data to set threshold criteria for automated cell
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detection. Groups of pixels that passed thresh-
old criteria in each of the three color dimen-
sions indicating a dark point in the image were
isolated as candidate locations that may con-
tain cells for further analysis. Groups of pixels
were discarded if they failed to pass any of the
three following criteria: (1) the number of pix-
els within a given group was required to exceed
a lower limit, (2) the number of pixels within a
given group was required to fall below an upper
limit, and (3) a given group was required to
contain spatial frequencies (measured simply
using the sum of gradients across all three 8-bit
color dimensions, or �� RGB) higher than a
lower limit. We found that neurons were satis-
factorily identified within our images when
color detection thresholds were set to 0.5 SD
below the mean within each RGB dimension,
when groups were required to contain 30 – 400
pixels (lower and upper limit for group detec-
tion, respectively), and �� RGB values were
required to exceed 30 8-bit color units.

Results
Using linear microelectrode arrays (150
�m intercontact spacing), we recorded vi-
sually evoked and saccade-related LFPs
and spikes from SEF of two macaque
monkeys. We acquired 12,342 trials (6448
monkey E, 5894 monkey X) across 17 ses-
sions (7 monkey E, 10 monkey X). The
number of sessions is similar to that used
in previous studies that recorded CSD
from striate cortex (Maier et al., 2010;
Maier et al., 2011; Spaak et al., 2012), al-
though the number of trials per session is
somewhat larger.

SEF was located through intracortical electrical microstimu-
lation to elicit eye movements (Schlag and Schlag-Rey, 1987;
Schall, 1991; Tehovnik et al., 1999; Martinez-Trujillo et al., 2004;
Fig. 3a,b). To obtain CSD, we verified that electrode arrays en-
tered the cortex perpendicular to the cortical surface through
combined MR and CT imaging (Fig. 3c–j). After the electrode
array had settled in the cortex (3– 4 h), we presented wide-field
(40 � 36° visual angle) light flashes (34.80 cd/m 2) in blocks of
100 –200 presentations, similar to stimuli used previously to
characterize laminar microcircuitry in visual cortex (Schroeder et
al., 1998; Maier et al., 2010). Interleaved with these blocks of
visual stimulation, we recorded activity during spontaneous eye
movements produced while the monkeys rested in darkness for
periods of 5–10 min.

Single-session visually evoked CSD
Figure 4 shows data collected during a representative session. To
interpret the CSD, it was necessary to estimate the depth of the
electrode array relative to gray matter as described (see Materials
and Methods). Several physiological measures provided infor-
mation about electrode position. First, an artifact associated with
the cardiac rhythm (hereafter referred to as the pulse artifact) was
observed on a superficial channel. This signal indicated where the
electrode was in contact with either the dura mater or the epi-
dural saline in the recording chamber, which pulsated visibly
with the monkeys’ heartbeat. Second, across all sessions, we ob-
served a marked increase of power in the � frequency range
(40 – 80 Hz) at several electrode contacts, which diminished grad-

ually at deeper locations. Several recent studies have shown ele-
vated � power in superficial and middle layers relative to deep
layers (Maier et al., 2010; Xing et al., 2012; Smith and Sommer,
2013), suggesting that this measure provides another useful
marker for estimating depth. Finally, we recorded well isolated
single units simultaneously with the LFPs, and colocalized their
position with the markers described above. This set of diverse
physiological signals provided converging evidence to evaluate
the electrode position with regard to laminar depths that were
assigned through the automated alignment procedure (described
in Materials and Method and below).

Based on the known thickness of individual layers in SEF (Ma-
telli et al., 1991), we estimated laminar boundaries and assigned
visually evoked current sinks to specific layers (see Materials and
Methods). In the representative recording session, the largest
sink (minimum � 	42 nA/mm 3) occurred in layer III starting
�50 ms after presentation of the stimulus. A second sink (mini-
mum � 	25 nA/mm 3) began a few milliseconds later in layer V.
A later sink (minimum � 	23 nA/mm 3) occurred more super-
ficially in layers I/II, and additional weaker sinks (minimum �
	20 nA/mm 3) were evident in layer VI.

Several current sources are also apparent, including one at the
level of the pulse artifact. Consistent with previous research, we
interpret this source as passive current returning to the sinks
below because it was recorded at the same level as the pulse arti-
fact, and therefore, cannot have a cortical origin (Mitzdorf,
1985). In general, current sources can be caused either by passive
return current or dendritic hyperpolarization making them
harder to interpret than current sinks (Nicholson and Freeman,
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Figure 4. Raw and processed data from a representative session (1316 trials). a, Schematic diagram of electrode array drawn to
scale and positioned on Nissl section from SEF (adapted from Matelli et al., 1991 with permission). b, Three seconds of raw LFP
recorded from each of the contacts. The red trace (eighth from top) shows pulse artifact. c, LFP bandpass filtered from 40 to 80 Hz.
Blue traces show � activity elevated above the mean. d, Normalized mean � power recorded at each electrode contact across
session (blue) compared with average � power recorded across all contacts (vertical black line). Note the pronounced increase in �
power at the contacts in the neuropil. e, Summary figure showing depth of pulse artifact (red line), elevated � power (blue line),
and the number of well isolated single units (black triangles) recorded simultaneously. During this session, we recorded 29 well
isolated single units with 2 units on 5 channels and 3 units on another 5 channels. f, Three hundred milliseconds of event-related
LFP aligned to the flash stimulus (vertical black line). Note the reversal in voltage polarity occurring on the channel with the pulse
artifact. Above this channel the signal is volume-conducted EEG in the saline filling the recording chamber. Below this channel, the
signals represent the electrocorticogram recorded from the pial surface and the LFPs recorded from the gray matter. g, Three
hundred milliseconds of CSD derived from the LFPs, interpolating between contacts with 10 �m resolution. Vertical black line
shows onset of flash stimulus.
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1975; Mitzdorf, 1985). We therefore focus on current sinks for
the remainder of this study.

To increase the SNR, we averaged the evoked CSD patterns
across recording sessions, analogous to creating grand-average
ERPs from EEG data, as done previously (Maier et al., 2010; Riera
et al., 2012). To do this in an unbiased, data-driven manner, we
developed an automated depth alignment procedure to maxi-
mize similarity between recording sessions using the entire
source and sink laminar structure and timing. This mathemati-
cally optimized solution for depth alignment relies on the sole
assumption that there are reliable similarities in CSD measured
across recording sessions (see Materials and Methods). Figure 5
shows the results of this procedure with data from every record-
ing session. The absolute magnitude of CSD varied from day to
day and between monkeys, but in every session, we observed a
clear sink in layer III �50 ms after the visual stimulus (Fig. 5b). In
15 of 17 sessions (88%) we also observed a second sink in layer V,
and in 16 of 17 sessions (94%) we observed a third sink in layers
I/II. On several recording sessions we placed the electrode array
too superficially to sample from layer VI, but we observed a sink
in this location in 11 of 13 sessions (85%). These consistencies
validate the assumption that CSD is reliable across recording
sessions and monkeys. Notably, the automated alignment tech-
nique was blind to the physiological signals detailed above (i.e.,
pulse artifact, LFP � power, and single-unit locations), because it
relied solely on the CSD data. Nevertheless, we observed a close

correspondence between its estimates of cortical depth and the
other physiological signals observed in the raw data, lending fur-
ther support for the accuracy of this approach (Fig. 5c). Addi-
tional evidence for the accuracy of this automated alignment
procedure comes from our findings of neural responses that dif-
fer by layer in SEF (see below).

Grand-average visually evoked CSD
To ensure that data from both monkeys contributed equally to
the grand-averaged CSD while preserving its absolute magnitude,
we normalized the data so that the SD of each monkey’s averaged
CSD matched the SD of the grand-averaged CSD. We verified
that the same qualitative pattern of results was observed when the
data were not normalized, but report the results from this ap-
proach because it provides an average less prone to being driven
by outliers. Visually evoked current sinks were observed across 2
mm of recording depth (Fig. 6a). Due to the placement of the
electrode array, deeper channels were sampled less often than
superficial channels (N � 17 channels 1–12, N � 15 channel 13,
N � 13 channel 14 –15, N � 11 channel 16). The peak magnitude
of 	25 nA/mm 3 is only �15% of the magnitude of visually
evoked current flow reported for primary visual cortex using
similar stimulation parameters and recording and analysis tech-
niques (Maier et al., 2010). Nevertheless, a clear laminar sequence
of current sinks was apparent. Two initial sinks were observed in
the grand average CSD, suggesting that visual afferents termi-
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Figure 5. Results of the automated procedure for aligning U-probe recordings across sessions. A, Visually evoked CSD recorded individually for each session. The monkey and location of each
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nate in two distinct laminae. These find-
ings agree with published anatomy
(Matelli et al., 1991). Although it lacks a
granular layer, SEF contains two layers
of relatively dense pyramidal cells, one
in deep layer III and a second forming
layer V, which both receive visual affer-
ents (Maioli et al., 1998; Shipp et al.,
1998 see Discussion).

We used two methods to measure the
onset latency of sinks in each layer (see
Materials and Methods). First, we as-
sessed differences from baseline using a
running Wilcoxon approach. This
method is quite sensitive, but only yields a
single latency measure across sessions for
each layer. The first sink (min 	25 nA/
mm 3) appeared in layer III 51 ms after the
stimulus, becoming maximal after 72 ms.
The second sink (min 	22 nA/mm 3) de-
veloped in layer V at 55 ms, becoming
maximal after 105 ms. Subsequent sinks
occurred in layers I/II (min 	14 nA/
mm 3) at 147 ms (peaking at 168 ms) and
in layer VI (min 	10 nA/mm 3) at 172 ms
(peaking at 173 ms). We also measured
the onset latencies of laminar sinks in in-
dividual sessions by recording the time at
which the sink reached 33% maximum. Although this method is
somewhat less sensitive being unable to identify subtle onsets, it
yields a useful estimate of variability across recording sessions.
Using this approach, we recorded the following mean latencies �
SEM: layer III 50 � 3 ms, layer V 73 � 7 ms, layers I/II 100 � 12
ms, layer VI 159 � 25 ms.

To quantify these observations, we divided the time course
following visual presentation into early (51–150 ms) and late
(151–250 ms) epochs and conducted a hierarchical, repeated-
measures ANOVA using layers, epochs, and monkeys as fixed
factors and session number as a random factor nested within the
fixed factor of monkey (Self et al., 2013). We observed significant
differences in CSD by layer (F(3,129) � 9.87, p � 4.73 � 10	5),
and a decrease in CSD across layers during the late epoch (F(1,129)

� 166.28, p � 1.51 � 10	10). A significant main effect between
monkeys was also observed showing that CSD tended to be larger
in magnitude for monkey E (F(1,129) � 21.91, p � 2.75 � 10	4).
No significant effects were noted for the nested random factor of
penetration number (F(15,129) � 0.57, p � 0.86). Importantly, a
significant interaction between layers and time periods was ob-
served in the grand-average CSD (F(3,129) � 21.96, p � 6.55 �
10	9). As an additional test, we conducted across-session run-
ning Wilcoxon tests on channels binned by the interelectrode
spacing (150 �m). All four current sinks differed significantly
from baseline (Fig. 6c). Thus, even though the current density
was weaker than that observed in early sensory cortex, the pattern
of synaptic current in the middle layers followed by current in
superficial and deep layers was consistent across sessions and was
similar though not identical to CSD obtained in early sensory
cortex (Mitzdorf and Singer, 1978; Schroeder et al., 1998; Lakatos
et al., 2007; Lipton et al., 2010; Riera et al., 2012).

Saccade-related CSD
To determine whether this pattern of current sinks is specific to
visual input or occurs with other events during which SEF is

modulated, we derived CSD associated with self-generated sacca-
dic eye movements in darkness. The saccade-related CSD on in-
dividual sessions was very weak, but after alignment and
averaging we observed distinct sinks (Fig. 6b,d). To ensure that
presaccadic modulation could be detected if present, we also an-
alyzed the 200 ms period immediately before saccade initiation.
No significant current was detected during this time period. Al-
though SEF neurons tend to have contralateral movement fields
(Schall, 1991), no channels showed significant differences be-
tween ipsiversive and contraversive saccades [Wilcoxon rank
sum, all ps � 0.05], so we describe the findings collapsed across
saccade direction. Saccade-related CSD was weak, postsaccadic,
and concentrated in the upper layers, peaking in layer III (min
	9 nA/mm 3) 32 ms after saccade initiation and more superfi-
cially (min 	10 nA/mm 3) after 162 ms. The absence of a strong
presaccadic sink in layer V is consistent with other evidence that
SEF does not contribute directly to saccade production (Stu-
phorn et al., 2010). Thus, the pattern of current sinks elicited by
visual stimulation is specific to visual input.

Single units recorded using the linear microelectrode array
We recorded spiking activity from 295 single units simultane-
ously with the LFPs (115 monkey E, 180 monkey X). Few re-
searchers have reported single-unit data recorded with the newly
developed electrode array used in the current study (Hansen and
Dragoi, 2011; Hansen et al., 2012). Therefore, we include a de-
scription of spike metrics, including the quality of isolation
using a false-positive and false-negative estimate and a de-
scription of spike waveforms by depth, as well as measures of
spike width and spiking variability as functions of recording
depth.

Figure 7 shows principal component analysis (PCA) space and
associated waveforms from example sessions taken from each
monkey. These data show that the electrode array was capable of
isolating single units effectively. We quantified isolation by esti-
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Figure 6. Grand-average, visually evoked (left) and saccade-related (right) CSD from SEF. Nissl section from SEF in center
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mating the number of false-positive and false-negative spiking
events detected for each putative single unit (Hill et al., 2011a). In
all, 88% of putative single units yielded false-positive rates below
10%, and 95% yielded false-positive rates below 20%. Also, 53%
of putative single units yielded false-negative rates below 10%,
and 81% yielded false-negative rates below 20%. These results are
comparable to isolation metrics reported in other studies using
the same methods (Hill et al., 2011b; Jacobs et al., 2013). How-
ever, the false-positive rate is somewhat lower showing that our
single-unit data had very little false-positive contamination, and
the false-negative rate is somewhat higher than those reported
previously suggesting that we underestimated neural spiking with
strict sorting criteria. Together, these measures suggest that we
adopted a conservative approach in assigning spikes to single-
unit clusters. The low false-positive rate supports our claim that
single-unit recordings reflect the activity of individual neurons,
but the relatively high false-negative rate suggests that we under-
estimated the firing rate of some of these neurons. In sum, these
results show that the U-probe is capable of isolating activity of
single neurons with performance comparable to that of tradi-
tional tungsten electrodes.

Spiking amplitude cannot be used as a reliable measure of
neural morphology, because this metric is affected both by the
size of a neuron and its proximity to the recording electrode, but
other waveform metrics can provide insight. For instance, the
number of peaks in a spike waveform can indicate which segment
of the neuron contributed to the recording. Biphasic waveforms
are common and tend to be recorded from cell bodies or the
initial segment of the axon hillock, whereas triphasic waveforms
are rare in neuropil because they are usually recorded from axons
(for review, see Lemon, 1984). We noted a substantial proportion
of triphasic waveforms while recording with the U-probe (39 of
295, 13%). These units were usually transient and were not iso-
lated for long. This is a hallmark of axon recordings because the
extracellular potentials of axons are many times smaller than
those generated by cell somas, and an electrode must therefore lie
very close to an axon to detect its activity (Lemon, 1984). We
speculate that the U-probe must be suitable for recording the
activity of axons because of the geometry of the electrode con-
tacts. Unlike traditional tungsten microelectrodes in which the
recording surface is sharp, the smooth electrode contacts on the
U-probe shaft can be placed in close proximity to an axon with-
out piercing or damaging it. We quantified the number of bipha-
sic and triphasic single neurons recorded from each layer of
cortex and from white matter (see Materials and Methods). Of
the 36 single units recorded from layer II, none displayed tripha-
sic waveforms. A very small proportion (5 of 116, 4%) of single
units recorded in layer III displayed triphasic waveforms. Larger
proportions of triphasic waveforms were detected in layers V (11
of 90, 12%) and VI (11 of 31, 35%). In white matter most wave-
forms were triphasic (12 of 22, 55%), suggesting that many of
these responses were recorded from axons and fewer were re-
corded from interstitial neurons directly beneath layer VI
(Suárez-Solá et al., 2009). Since it was impossible to determine
the layer whence these putative axons originated, we excluded
them from further analysis.

Spike width is another useful waveform metric that has been
used to classify neurons as either putative pyramidal cells or pu-
tative interneurons (Constantinidis et al., 2002; Barthó et al.,
2004; Mitchell et al., 2007; Cohen et al., 2009; but see Vi-
gneswaran et al., 2011). We measured spike widths excluding
units with triphasic waveforms (Mitchell et al., 2007). The overall
distribution of spike widths was similar to that reported for V4

(Mitchell et al., 2007) and frontal eye field (FEF; Cohen et al.,
2009) using similar criteria (Fig. 8). We assessed variability in
firing rates by calculating coefficients of variation measured on
interspike intervals (Cohen et al., 2009). Consistent with the hy-
pothesized association between narrow spikes and interneurons,
we found that narrow-spiking units displayed greater variability
in spike timing than broad-spiking units [wide-spiking unit N �
203, narrow-spiking unit N � 53, Wilcoxon rank sum W �
23971, p � 1.06 � 10	5]. This result was identical when we
restricted our analysis to single units with false-positive rates �
5% [wide-spiking unit N � 170, narrow-spiking unit N � 36,
Wilcoxon rank sum W � 16214, p � 2.15 � 10	5]. These find-
ings provide new evidence supporting the biophysical distinction
between narrow- and broad-spiking units in agranular cortex.
Across the pooled sample of single units, we found a small but
significant correlation between spike width and recording depth
(r(254) � 0.15 p � 0.01). Separate regression analyses on the
narrow- and broad- spiking units revealed that broad-spiking
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Figure 7. Sample waveforms and projected PCA space for eight sorted channels. Gray clouds
represent multi-unit activity (unsorted threshold crossings). Channels 1– 4 are from recordings
with monkey X and channels 5– 8 are from recordings with monkey E.
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units were the primary source of this ef-
fect. Broad-spiking units increased in
width with recording depth (r(201) � 0.42
p � 6.47 � 10	10), while narrow-spiking
units remained of the same width across
depth (r(51) � 0.07 p � 0.60). These re-
sults were identical when we restricted our
analysis to units with false-positive
rates � 5% (wide-spiking unit r(168) �
0.44 p � 1.77 � 10	9; narrow-spiking
unit r(34) � 0.13 p � 0.46). The finding of
increased spike width for broad-spiking
neurons as a function of depth is in agree-
ment with anatomy; large pyramidal neu-
rons are more prevalent in deeper layers.
The incidence of narrow-spiking neurons
corresponded to the density of parvalbu-
min but not of calretinin- or calbindin-
expressing neurons in SEF (Fig. 9). This
finding opens the interesting possibility
that narrow-spiking units may primarily
be parvalbumin-expressing interneurons
since these are found throughout all layers
in SEF and tend to have larger cell bodies.

Visually evoked spiking activity
The CCM hypothesis makes detailed pre-
dictions about spiking activity (Douglas
and Martin, 1991; Douglas et al., 1995).
First, excitation followed by suppression
is proposed to be a common feature of the
CCM. Second, excitatory and inhibitory
neurons receive synchronized inputs;
otherwise, recurrent excitatory connections would lead to un-
restricted excitation. Third, in an effect mediated by relative
differences in expression of GABAA and GABAB receptors,
intracellular recordings in primary visual cortex show that
pyramidal cells in superficial layers reach a maximum state of
hyperpolarization later than those in deep layers. These pre-
dictions were tested in SEF by measuring visually evoked
discharge rates of single- and multi-units recorded simultane-
ously with the LFPs. Of the single units recorded, 103 (35%)
showed clear modulation following presentation of the flashed
stimulus (63 monkey E, 40 monkey X). We also recorded
thresholded multi-unit activity with clear visually evoked re-
sponses at 58 locations (42 monkey E, 16 monkey X). We
included this multi-unit activity in our latency analyses but
excluded it in analyses where spike width was used to classify
neuron types.

Visually responsive units were recorded in all layers of SEF
(Fig. 10, Table 1). As reported before (Schlag and Schlag-Rey,
1987; Schall, 1991; Chen and Wise, 1995), some units showed
spiking enhancement (80, 50%) and others showed spiking sup-
pression (81, 50%) following visual stimulus onset. We per-
formed a 4 � 2 ANOVA to determine whether the latency of these
responses differed between layers (four levels) and response types
(two levels, i.e., enhancement vs suppression). Latencies were
significantly shorter for units with enhanced responses than for
units with suppressed responses (F(1,149) � 16.62, p � 7.6 �
10	5). Thus, collectively, spiking activity in SEF exhibited a
visually evoked wave of excitation followed by suppression. The
latencies of visually evoked unit responses were not significantly
different across layer (F(3,149) � 1.18, p � 0.32), nor was an inter-

action between layer and response type evident (F(3,149) � 0.53,
p � 0.66). Thus, the temporal and spatial pattern of excitation
and suppression in SEF is consistent with the first prediction of
the CCM model.

Seventy-seven broad-spiking units and 15 narrow-spiking
units showed clearly detectable onset times (means � SD, 107 �
43 ms broad-spiking units, 97 � 43 ms narrow-spiking units). To
test whether excitatory and inhibitory neurons likely receive syn-
chronized inputs, we determined whether putative pyramidal
cells and interneurons in SEF show similar latencies. Consistent
with the CCM model, onset times did not differ significantly
between broad-spiking and narrow-spiking units [Wilcoxon
rank sum W � 3664, p � 0.38]. To ensure that spike widths were
appropriately estimated from well isolated single units, we re-
peated this analysis after discarding units with false-positive
rates � 5%. This criterion excluded 14 putative pyramidal cells
and 4 putative interneurons. Identical results were obtained with
this subset [Wilcoxon rank sum W � 2410, p � 0.48].

To test whether superficial and deep layers can be distin-
guished based on the timing of hyperpolarization, we determined
whether the maximum visually evoked spike suppression fol-
lowed a longer time course in neurons recorded from upper ver-
sus lower layers in SEF. This is analogous to intracellular
recordings showing that the time of maximum hyperpolarization
is later in superficial layer neurons than in deep layer neurons of
primary visual cortex (Douglas and Martin, 1991). Further, be-
cause this result is based on laminar differences in the relative
pyramidal neuron expression of GABAA and GABAB receptors,
we predicted that this effect would be restricted to broad-spiking
units only. Extracellular recordings in SEF confirmed these pre-
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dictions (Fig. 11). We limited this analysis to visually related units
that showed decreased spiking after stimulus onset relative to
baseline. The time of maximum spike suppression recorded from
units in layers II and III (mean � SD, 144 � 61 ms), was signifi-
cantly later than the time of maximum spike suppression from
units recorded in layers V and VI (mean � SD, 115 � 62 ms)
[Wilcoxon rank sum W � 2387, p � 4.30 � 10	3]. We further
probed this effect by analyzing broad-spiking and narrow-
spiking units separately. As predicted, broad-spiking neurons re-
corded in superficial layers showed significantly later maximum
spike suppression than broad-spiking neurons recorded in deep
layers [Wilcoxon rank sum W � 1719, p � 3.5 � 10	3], but this
was not observed for narrow-spiking units [Wilcoxon rank sum
W � 58, p � 0.80]. We repeated this analysis using only well
isolated single units displaying false-positive rates � 5%. This
criterion eliminated 11 and 2 broad-spiking units from superfi-
cial and deep layers, respectively, and 3 narrow-spiking units
from superficial layers. Identical results were obtained with this
subset. Broad-spiking units in superficial layers still showed later
maximum spike suppression [Wilcoxon rank sum W � 1042,
p � 0.01], and this result remained absent for narrow-spiking
units [Wilcoxon rank sum W � 28, p � 0.95]. Adding evidence
for differences in inhibition between layers, the overall probabil-
ity of recording units with suppressed responses was also higher
in superficial layers as reflected by a significant difference in
depth by response type [Wilcoxon rank sum W � 6509, p �
5.28 � 10	4]. Thus, the time course and distribution of visually
evoked spike suppression in SEF is consistent with the CCM
model.

Saccade-related spiking activity
Units with saccade-related modulation were also recorded from
all layers of SEF. We recorded 27 single units (9%) with activity
related to spontaneous saccades made in darkness (14 monkey E,
13 monkey X). Ten of these neurons (37%) also displayed visually
evoked activity. We additionally recorded saccade-related multi-
unit activity from 24 locations (12 monkey E, 12 monkey X).
Seventeen of these multi-unit recordings (71%) also displayed
visually evoked activity. Of these 51 saccade-related units, 23
(45%) showed presaccadic modulation and 28 (55%) showed
postsaccadic responses. In addition, 26 units (51%) showed in-
creased firing rates before and during saccades while the remain-
ing 25 (49%) showed suppression. Neither depth (mean � 0.38
mm relative to current sink 1, SD � 0.67 mm, Wilcoxon rank
sum W � 17323, p � 0.64), nor spike widths (mean � 350 �s,
SD � 99 �s, Wilcoxon rank sum W � 5224, p � 0.44), nor the
coefficients of variation in interspike intervals (mean CV � 1.42,
SD CV � 0.49, Wilcoxon rank sum W � 6597, p � 0.39), differed
significantly between visually related and saccade-related units. A
4 � 2 ANOVA showed that latencies did not differ across layers
(F(3,43) � 1.12, p � 0.35), unlike visually responsive neurons, the
latencies of enhanced and suppressed responses did not differ
significantly (F(1,43) � 1.09, p � 0.30) nor did the interaction
between depth and response type (F(3,43) � 2.04, p � 0.12). Table
2 presents summary statistics for this neural population sepa-
rated by layer. Overall, these results demonstrate a relative lack of
saccade-related activity in SEF when saccades are initiated with-
out visible goals.

Discussion
We report CSD and laminar single- and multi-unit activity re-
corded from monkey SEF, an agranular area in the frontal lobe.
Many results are consistent with the CCM formulated to explain

granular sensory areas. However, some aspects of the data are
inconsistent with the CCM. In particular, dual current sinks ap-
peared nearly simultaneously in layers III and V and visual re-
sponse latencies did not vary across layers.
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Figure 9. The distribution of GABAergic interneurons in SEF. Left, Shows coronal sections
through SEF immunohistochemically reacted for the calcium binding proteins indicated. Right,
Plots the location of positive neurons identified using a semi-automatic classification routine
(see Materials and Methods) with associated histograms of cell counts as a function of depth.
Calretinin and calbindin neurons are densest in layer II with diminishing deeper density, while
parvalbumin neurons are more uniformly distributed across layers.

Godlove et al. • Microcircuitry of Agranular Cortex J. Neurosci., April 9, 2014 • 34(15):5355–5369 • 5365



CCM in SEF?
The laminar pattern of CSD in agranular
SEF corresponds in many ways to the pat-
tern predicted by the CCM model devel-
oped from data collected in granular
primary visual cortex (Fig. 1a; Gilbert,
1983; Callaway, 1998; Douglas and Mar-
tin, 2004). After stimulus onset, current
sinks in SEF began in middle layers and
spread to superficial and deep layers.
However, unlike in sensory cortical areas,
two initial sinks were visible in SEF fol-
lowing visual stimulation corresponding
to layers III and V. Although this result
was anticipated based on anatomical
tracer studies (reviewed below), it is unex-
pected based on the classic CCM model in
which activity in a single input layer pre-
cedes activity in other layers.

In addition to feedforward activity, the
CCM model also describes how local
recurrent excitation amplifies ascending
input while inhibition prevents uncon-
trolled excitation (Fig. 1b). Ascending in-
put excites both pyramidal cells and
interneurons leading to a characteristic pattern of excitation fol-
lowed by suppression (Douglas and Martin, 1991; Douglas et al.,
1995; see also Brunel and Wang, 2001; Chance et al., 2002; Haider
et al., 2006). Consistent with this, we found enhanced discharge
rates preceding suppression by �30 ms in all layers of SEF. We
also found that putative pyramidal neurons (broad-spiking
units) and putative interneurons (narrow-spiking units) were
equally likely to display an initial enhancement in spiking follow-
ing visual stimulation and that onset latencies did not differ be-
tween these populations.

Intracellular recordings highlight differences in the time
course of maximum hyperpolarization between superficial and
deep pyramidal cells mediated by GABAA and GABAB receptors
(Douglas and Martin, 1991). Consistent with these results, we
found that units recorded in superficial layers were more likely to
respond to visual stimuli with suppression, and we noted a longer
time course for maximum discharge rate suppression in superfi-
cial layers compared with that recorded in deep layers. This effect
was restricted to putative pyramidal cells, suggesting laminar dif-
ferences in GABAA versus GABAB expression in this cell type
alone can account for the results. To avoid confusion, we note
that our measures are analogous but not identical to those re-
ported previously. Although Douglas and Martin (1991) mea-
sured the time of maximum hyperpolarization of intracellular
potentials in primary visual cortex of anesthetized cats after elec-
trical stimulation of thalamic afferents, we recorded discharge
rate suppression from extracellular potentials in SEF of awake
monkeys while presenting visual stimulation. Given these differ-
ences of technique, species, and area, the similarities in findings
across studies suggest that this could be a general feature of mam-
malian neocortex.

Relation to previous anatomical studies
Fast visual input may be transmitted to SEF via the mediodorsal
nucleus (MD) of the thalamus (Huerta and Kaas, 1990; Shook et
al., 1990) that is innervated by the superior colliculus (Benevento
and Fallon, 1975; Harting et al., 1980). But MD projections can-
not explain the initial current sink we observed in layer V because

afferents terminate in lower layer III of SEF (Giguere and
Goldman-Rakic, 1988). Visual afferents to SEF are also supplied
by cortical areas, including the lateral intraparietal area, area 7a,
the FEF, the superior temporal polysensory area, visual area 6a
(V6a), and the medial superior temporal area (MST; Barbas and
Pandya, 1987; Huerta and Kaas, 1990; Shipp et al., 1998). Areas
like MST and V6a likely provide fast visual input to SEF
(Schmolesky et al., 1998). Consistent with our results, orthograde
tracer injections in MST (Maioli et al., 1998) and in V6a (Shipp et
al., 1998) reveal terminals in layers III and V in SEF. Also, consis-
tent with our observation that layer VI is the last layer to show
visually related CSD, projections from dorsal stream areas termi-
nate only sparsely in layer VI of SEF (Maioli et al., 1998; Shipp et
al., 1998). Thus, the laminar distribution of current sinks in re-
sponse to visual stimulation is in good agreement with known
anatomy.

Studying the CCM may reveal a cortical hierarchy in agranular
cortex much as it has in granular cortex (Felleman and Van Essen,
1991). Shipp (2005) proposed that the ratio of layer III to layer V
projections can be used to place agranular areas in an areal hier-
archy. Our finding of relatively short latency, driving input to
layers III and V of SEF is consistent with this hypothesis. These
current sinks in SEF had similar latency and magnitude after
visual stimulation suggesting both layers receive visual afferents
of similar strength.

Relation to previous intracranial recording studies
Wide-field flashed stimuli such as those used here have been used
to compare laminar activation profiles across successive stages of
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Figure 10. Single and multi-unit visually evoked response latencies to flashed stimuli. a, Representative units recorded from
layer II (red), layer III (green), layer V (blue), and layer VI (black) demonstrating either enhanced (left) or suppressed discharge
(right) rates following the stimulus. Shaded areas indicate the 95% confidence intervals measured across stimulus presentations.
Vertical lines mark response latencies. b, Cumulative distributions of unit response latencies separated by layer and response type.
Enhanced responses showed shorter latencies than suppressed responses. See also Table 1.

Table 1. Summary statistics of units with visual responses recorded from each layer

Layer # of SU # of MU Enhancement latencies Suppression latencies

II 12 12 78 (53) 120 (45)
III 41 17 84 (41) 119 (41)
V 33 12 82 (37) 99 (38)
VI 17 17 89 (51) 120 (47)

SU, single units; MU, multi-units. Latencies are means (SD).
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the visual hierarchy (Schroeder et al., 1989; Givre et al., 1994;
Schroeder et al., 1998). The average latency of visually evoked
CSD in SEF (51 ms) agrees with the work of Schroeder et al.
(1998) who measured CSD throughout the visual pathway and
reported the longest latencies in inferotemporal cortex (49 ms) .
Our CSD latency measure is also comparable to those of visually
evoked LFPs in SEF during a visual search task (Purcell et al.,
2012). Additionally, the latencies of single- and multi-unit re-
sponses observed here are consistent with several previous re-
ports (Schall, 1991; Chen and Wise, 1995; Pouget et al., 2005;
Purcell et al., 2012).

In early visual areas, response latencies are shortest in layer IV
and longer in supragranular and infragranular layers (Bullier and
Henry, 1980; Maunsell and Gibson, 1992; Raiguel et al., 1999).
Recording in primary visual cortex, several groups have reported
that latencies in supragranular layers are longer than those ob-
served in deep layers (Maunsell and Gibson, 1992; Self et al.,
2013). In SEF single- and multi-unit visual latencies did not differ
across layers. This result is unanticipated based on the CCM
model. The stimuli we used may have played a role in producing
this puzzling result. While the wide-field flash paradigm we used
is a necessary step for comparing CSD to published reports from
early visual areas, it is somewhat less effective at driving action
potentials in single- and multi-units in SEF (Fig. 10a). Because
changes in firing rate were modest, our latency estimates may
have had increased variability. However, the variability we ob-
served was comparable to that reported in a study that used lo-
calized, behaviorally relevant visual stimuli (Pouget et al., 2005).
The authors of that study detected latency differences of 37 ms in
SEF. However, granular and supragranular layers in primary vi-

sual cortex exhibit latency differences of
only �10 –15 ms (Maunsell and Gibson,
1992), so latency differences between lay-
ers may be more difficult to detect in SEF.
Thus, this null result should not be inter-
preted as definitive.

Response suppression was a common
feature in our neural recordings. Several
researchers have noted suppression of
neural activity in SEF (Schlag and Schlag-
Rey, 1987; Schall, 1991; Chen and Wise,
1995). The proportion of units displaying
suppression varies across studies, but this
may depend on stimulus parameters and
task contingencies. The suppression we
observed may also arise from receptive
field surrounds. Center/surround recep-
tive field architecture has not been char-
acterized in SEF, but this has been
reported in FEF (Schall et al., 2004; Ca-
vanaugh et al., 2012).

Our measurements of spike width and
variability in SEF are consistent with mea-
sures from other visual areas using similar

metrics (Mitchell et al., 2007; Cohen et al., 2009). Our proportion
of narrow-spiking to broad-spiking units (79%) is comparable to
that reported in V4 (73%; Mitchell et al., 2007). Additionally,
narrow-spiking units in SEF displayed increased spike-time variabil-
ity providing new evidence that these cells represent interneurons.

Summary and conclusions
These data highlight the rich, multimodal information that can
be obtained as advances in electrode array technology allow re-
searchers to record well isolated single units with LFPs across
cortical layers. We found that several features of visually evoked
laminar responses in agranular SEF correspond to those observed
in granular sensory areas. Crucially, pronounced current sinks
were evident in the middle layers of SEF. The depth of these sinks
provides a marker against which to measure the depth of each
recorded neuron in vivo. This advance will undoubtedly prove
crucial in describing neural interactions within intact, behaving
monkeys.
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