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Abstract

Pulsed infrared light has shown promise as an alternative to electrical stimulation in applications where contact free or high spatial precision stimulation is desired. Infrared neural stimulation (INS) is well characterized in the peripheral nervous system; however, to date, research has been limited in the central nervous system. In this study, pulsed infrared light (λ = 1.875 μm, pulse width = 250 μs, radiant exposure = 0.01-0.55 J/cm², fiber size = 400 μm, repetition rate = 50-200 Hz) was used to stimulate the somatosensory cortex of anesthetized rats, and its efficacy was assessed using intrinsic optical imaging and electrophysiology techniques. INS was found to evoke an intrinsic response of similar magnitude to that evoked by tactile stimulation (0.3–0.4% change in intrinsic signal magnitude). A maximum deflection in the intrinsic signal was measured to range from 0.05% to 0.4% in response to INS, and the activated region of cortex measured approximately 2 mm in diameter. The intrinsic signal magnitude increased with faster laser repetition rates and increasing radiant exposures. Single unit recordings indicated a statistically significant decrease in neuronal firing that was observed at the onset of INS stimulation (0.5 s stimulus) and continued up to 1 s after stimulation onset. The pattern of neuronal firing differed from that observed during tactile stimulation, potentially due to a different spatial integration field of the pulsed infrared light compared to tactile stimulation. The results demonstrate that INS can be used safely and effectively to manipulate neuronal firing.

© 2011 Elsevier Inc. All rights reserved.

Introduction

Infrared neural stimulation (INS) represents a relatively new stimulation modality that exhibits high spatial precision and can be delivered in a contact free method for the stimulation of neural tissue (Wells et al., 2005b). Investigations into the use of pulsed infrared light to stimulate neural tissue by our group began in the peripheral nervous system (PNS) where we, and others, have demonstrated the ability of INS to reliably evoke action potentials in peripheral nerves (Fried et al., 2007; Wells et al., 2007b). Pulsed infrared light can also stimulate auditory ganglion cells in the cochlea with high spatial precision establishing INS as a possible alternative to electrical stimulation for cochlear implants (Izzo et al., 2008; Rajguru et al., 2010; Richter et al., 2010). Most recently, embryonic quail hearts were paced by pulsed infrared light, suggesting the possibility of optically based pacemakers (Jenkins et al., 2010). In the central nervous system (CNS) the first application of INS was demonstrated by our group in thalamocortical brain slices (Cayce et al., 2010).

For each of these applications, the parameter set for INS had to be established. Stimulation of the sciatic and facial nerve required low frequency stimulation (maximum of 5 Hz) to evoke stimulus locked compound muscle action potentials; the threshold radiant exposures were 0.4 J/cm² and 0.7 J/cm² for the sciatic and facial nerves, respectively (Teudt et al., 2007; Wells et al., 2007b). Stimulation of rat cavernous nerves with infrared light at a radiant exposure of 1 J/cm² at 10 Hz for 60 s produced a complex intracavernosal pressure response with no functional loss (Fried et al., 2008). In cochlear studies, effective non-damaging stimulation parameters, consisting of high frequency (at least 200 Hz), short pulse width stimulation, evoked potentials in the inferior colliculus (Izzo et al., 2008; Rajguru et al., 2010; Richter et al., 2010). The pacing of embryonic hearts required radiant exposures of 0.8 J/cm² at 2 Hz (Jenkins et al., 2010). The different stimulation parameters across each of these studies illustrate that each new INS application requires the identification of unique laser parameters to best activate a new target tissue.

The differences in anatomy and physiology of the CNS compared to the PNS present a new set of challenges in applying INS to activate neural tissue. Unlike the PNS where axons of both afferent and efferent neurons are organized in parallel bundles in fascicles of nerves, the brain contains complex neuronal networks with interwoven architectures. In addition, cellular composition of the CNS (e.g. neurons, support cells such as astrocytes, oligodendrocytes, and microglia) may affect neuronal responses in ways not seen in PNS studies. Thus, even though INS is an effective means of stimulation in the PNS, fully realizing the potential of INS to activate CNS tissue will...
require complete characterization of stimulation parameters for each CNS structure. This study represents a further step towards this goal.

To approach in vivo cortical application, we first investigated feasibility of CNS stimulation with infrared light by applying INS to thalamocortical brain slices in vitro (Cayce et al., 2010). The thalamocortical brain slice model preserves a three-neuron network between cortical and thalamic neurons present in vivo (Agmon and Connors, 1991; Blanton et al., 1989; Kao and Coutler, 1997). In the slice study, we demonstrated that pulsed infrared light could stimulate CNS neurons and evoked potentials could be blocked with tetrodotoxin (TTX). Parametric studies showed that the absorption coefficient of a given wavelength determined stimulation threshold. An increase in spot size and higher repetition rates both reduced stimulation threshold. The results from this study supported previous findings that suggest a temperature gradient (dT/dz or dT/dt) is the most likely mechanism by which pulsed infrared light induces neural activation (Wells et al., 2007a). While the brain slice model was ideal for establishing feasibility, there are fundamental differences between an in vitro brain-slice and an in vivo application.

The purpose of this study was to examine whether pulsed infrared light could be used to regulate cortical neuronal activity in vivo and to investigate laser parameters that activated cortex without causing damage. Both electrophysiological and intrinsic optical imaging techniques were used to characterize signals generated by INS. Because intrinsic optical imaging offers a large field of view (~10 mm) and high spatial resolution (10 µm), it has been an effective way to examine functional organization in cerebral cortex and to guide microelectrode placement to characterize neuronal responses (Hillman, 2007; Roe, 2007). In this study, we chose the rat somatosensory cortex corresponding to the forepaw and barrel fields because these areas have been well characterized (Chapin and Lin, 1984; Dunn et al., 2005; Petersen, 2007; Tsytsarev et al., 2010) and lend themselves well to assessment of INS effects. We report that INS can manipulate somatosensory cortex activity without apparent detriment to cortical function. This study represents the first successful application of INS to cortical structures in vivo, where INS has potential clinical use and shows promise to be a useful tool for future studies of neuronal circuitry.

Methods

Surgical procedures

All procedures were performed in accordance with protocols approved by the Vanderbilt University IACUC. Briefly, male Long Evan rats (n = 15; 300–500 g) were anesthetized with a 50% urethane (Sigma, St. Louis, MO) solution (1 P. 1.4 g/kg). The toe-pinching test was used to ensure the animal was in an adequate state of anesthesia. A tracheotomy was performed to allow for ventilation (Harvard Model 683 Small Animal Ventilator, Harvard Apparatus Holliston, MA) of the animal during the experiment. The animal was placed in a stereotactic frame and a craniotomy and durotomy were conducted to expose somatosensory cortex (+2 to 5 mm AP, and 7 mm lateral to bregma) (Chapin and Lin, 1984; Paxinos and Watson, 2007). Mannitol (1.0 ml, 20% concentration) was given I.P. to prevent potential brain swelling. Warm (~37 °C) 3% agar (Sigma, St. Louis, MO) in saline was used to stabilize the cortex and a glass coverslip was placed on the agar to create an imaging window for optical imaging. A small portion of agar was dissected away to create an access port for placement of the optical fiber for application of INS.

Optical imaging

Ten animals were used in experiments involving optical imaging. Intrinsic signal optical imaging was performed using a CCD camera (NeuroCCD-SM256, SciMeasure Analytical Systems, Inc. Decatur, GA) positioned over the craniotomy. Cortex was illuminated by 632 nm bandpass filtered light from a halogen light source and focused onto the brain using fiber optics. Light reflected from cortex was collected onto the CCD chip using a Dark Invader 50 mm F/1.3 lens (B.E. Meyers & Co., Inc., Redmond WA) and an Ex2C Computar C-mount extender (CBC (AMERICA) Corp., Commack, NY) to provide a working distance of 20 cm and a FOV of approximately 5 x 5 mm. This working distance allowed for easy placement of the optical fiber used for laser stimulation.

The Redshirt Imaging System running CortiXple software (Redshirt Imaging, Decatur, GA) controlled the sequence of the entire experiment. The software collected images from the CCD camera and controlled the stimulus presentation (Fig. 1). At the beginning of each imaging trial, Redshirt software started collecting image frames and sent a binary code specifying a stimulus condition to a stimulus computer running LabVIEW software and National Instruments hardware (National Instruments, Austin, TX). The LabVIEW program sent TTL pulses to the laser and the driver of the piezoelectric stimulators at the desired repetition rate for a given experiment. radiant exposure, pulse width, and wavelength were all preset on the laser. Voltage and pulse width were preset on the piezoelectric controller. Stimuli were presented 300 ms after trial onset. After image acquisition the intertrial interval was 8–15 s. Fig. 1B outlines the imaging protocol used to collect images.

We designed two types of imaging runs. For runs with only cutaneous stimulation, images were typically collected for 3 s at a frame rate of 5 Hz. For experiments with at least one INS condition, images were collected for 10 to 15 s at a frame rate of 10 Hz. In all experiments there were at least two conditions for a given imaging run: one stimulus condition (i.e. tactile or INS) and one blank (no stim) condition. In most cases there were multiple stimulation conditions (i.e. one tactile and 3 laser conditions). Conditions were grouped into blocks where each condition was presented in an interleaved and pseudorandom manner. Between 25 and 50 blocks of each condition were collected for one imaging run.

Laser stimulation parameters

Wavelength selection for performing infrared neural stimulation was based on the optical penetration depth of light in tissue which was estimated using absorption data for water since biological soft tissue is 70% water (Hale and Querry, 1973). Previous studies using infrared light to stimulate tissue have indicated that an optical penetration depth of 300–600 μm is optimal for stimulating neural tissue (Cayce et al., 2010; Richter et al., 2010; Wells et al., 2005a). This optical penetration depth range corresponded to a wavelength of 1.875 μm. Infrared neural stimulation was performed using a 1.875 μm ± 0.02 μm Capella neural stimulator (Lockheed Martin Aculight, Bothel, WA). Light was delivered to the cortex through a 400 μm Ocean Optics fiber (St. Petersburg, FL) with a numerical aperture (NA) of 0.22. The fiber was placed between 0 and 1000 μm from cortex using a hydraulic micromanipulator (Narishige, Tokyo, Japan). Laser repetition rate ranged between 50 and 200 Hz, and pulse width was held constant at 250 μs. The average power from the laser was measured at the fiber tip using a Power Max 500D laser power meter with a PM3 detector head (Coherent, Santa Clara, CA). Radiant exposure was calculated based on the NA of the fiber and the distance of the fiber tip from cortex (Wells et al., 2005a). The radiant exposure varied between 0.01 and 0.53 J/cm² and was dependent on the stimulation parameters used for a given experiment. Pulse train duration for all INS experiments was 500 ms. Laser triggering was controlled via a LabVIEW software interface (Fig. 1).

Tactile stimulation parameters

Piezoelectric benders (Noliac, Kivistgaard, Denmark) were used to present vibratory stimuli to the forepaw digits or the whiskers...
contralateral to the cortical recording site. Each piezoelectric stimulator was driven using DC pulses from a GRASS stimulator (S88 Astro-Med Inc., West Warwick, RI) that was triggered by LabVIEW software to control stimulation (Fig. 1). For optical imaging, square wave pulses at 8 Hz for 3 s were delivered to the piezoelectric; for electrophysiology, pulses were delivered to the piezoelectric at 1 Hz for 3 s. Neurophysiological responses to palpation were used to map somatosensory cortex and to assess the health and functionality of cortex before, during and after INS presentation.

Optical imaging data analysis

Analysis of optical imaging data was performed with software written in Matlab (MathWorks, Natick, MA). All conditions (blank and experimental) were first frame subtracted and then summed across trials to maximize signal to noise ratio. Experimental conditions were then blank-subtracted to measure changes in the intrinsic signal from baseline (Roe, 2007). Trial by trial assessment of image quality was conducted to remove any bad trials due to lighting abnormalities, large physiological movement, or camera acquisition errors. As determined by the signal to noise ratio for a given experiment, image maps were optimized for display by clipping the range (0.8–2.5 standard deviations) of pixel values around the mean. In some cases, a blood vessel mask was used to reduce artifact signal related to surface vasculature. Standard Gaussian low-pass and median high-pass filtering were used to remove contamination from uneven illumination and from other physiological noise sources. A Student’s t-test was used to compare stimulation conditions to blank conditions to identify significant pixels and create t-maps. This analysis aided in identifying regions of interest for time course analysis. The time course of the intrinsic signal was examined at selected sites by averaging the values of pixels within the region of interest. The summed pixel value from the first image frame was subtracted from each subsequent sequence of frames in a condition’s sequence and then used as a divisor to measure the change in reflectance over background reflectance (dR/R). The blank time course was then subtracted from each experimental condition to remove non-stimulus associated changes in reflectance. In a given experiment, the maximum deflection magnitude of the signal was used to determine the peak of the intrinsic response and was used to compare the ability of each stimulation condition to induce intrinsic responses.

Electrophysiology recordings

Five additional animals were used to study the electrophysiology associated with INS. Single unit electrophysiology was used to assess the cortical neuronal responsiveness before, during, and after INS. Tungsten microelectrodes (1–3 MΩ, World Precision Instruments, Sarasota, FL) were inserted into cortex at depths of 50–500 μm in regions of interest identified from piezoelectric tactile stimulation. Single units were isolated with high spontaneous activity to study the effects of INS on neuronal activity. The fiber optic was placed approximately 1 mm away from the electrode. Signals were filtered and digitized using a 16 channel AM-Systems (Sequim, WA) differential amplifier using a 300–5 K bandpass filter. The LabVIEW interface was used to control presentation of tactile and laser stimulation, and Datawave software (Loveland, CO) was used to collect single unit data. Peristimulus time histograms (PSTH) were generated using Dataview software. A paired Student’s t-test analysis was used to determine the significance of changes observed in the PSTH related to laser stimulation.

Results

The experiments described below were conducted in rat somatosensory cortex, either in barrel cortex in response to whisker
stimulation or in forepaw cortex in response to tactile stimulation of the digits.

Intrinsic optical imaging of vibrotactile stimulation

Baseline functionality and viability of somatosensory cortex prior to the application of INS were assessed through optical imaging of hemodynamic responses in somatosensory cortex. Fig. 2 illustrates a normal functional response to vibrotactile stimulation of D2 and D4 of the contralateral forepaw in response to taps delivered by a piezoelectric stimulator (8 Hz, 3 s). Darker pixels in the functional maps indicate activation (Figs. 2B, C, and D). Cortical activation to D4 stimulation was medial and posterior to D2 as emphasized by the dark (D4, ROI 2) and light (D2, ROI 1) ROIs in the subtraction map between the two conditions (Fig. 2D). Figs. 2E, F and G illustrate signal time courses taken from the D2 (ROI 1), D4 (ROI 2), and control (edge of craniotomy, ROI 3) locations, respectively. Optical responses to D2 stimulation, D4 stimulation, and the no stimulation conditions are plotted in green, blue, and red traces, respectively. As indicated by the larger negative deflections in intrinsic signal magnitude, the time courses of activation (Figs. 2E–G) demonstrated preferential activation for stimulation of D2 at the D2 site (ROI 1) and for stimulation of D4 at the D4 site (ROI 2). The intrinsic signals were not focal within the forepaw representation as D2 stimulation activated the D4 ROI and D4 stimulation activated the D2 ROI. The blank condition (no stimulation) produced little response at the D2 and D4 sites, which was comparable to the lack of signal obtained at the control site for all three conditions (Fig. 2G). These activation maps are representative of the optical responses obtained in rat barrel cortex and rat forepaw cortex generated by tactile stimulation in our experiments.

Demonstration of INS induced optical intrinsic signals

Infrared neural stimulation was then examined to determine if pulsed infrared light could induce an optical response in cerebral cortex comparable to that induced by natural sensory stimulation. Fig. 3 demonstrates that INS of cortical tissue induces changes in optical reflectance signal of somatosensory cortex. A fiber optic was placed over somatosensory cortex corresponding to the barrel fields (Fig. 3A). Stimulation of the cortex with INS (100 Hz, 0.55 J/cm², λ = 1.875 μm, 250 μs pulse width, 500 ms pulse train) evoked changes in optical reflectance at and near the fiber optic location, as illustrated by the activation map shown in Fig. 3B. The activated region of cortex (dark pixels) in response to these INS parameters produced a focal region of activation, approximately 1.5–2 mm in diameter. As shown in Fig. 3C, the time course reaches a peak after 1 s and has a duration of 3 s. The magnitude of the change in reflectance peaked at approximately 0.15%. No optical reflectance change was obtained during the Blank condition. Optical signal changes were not observed at sites distant from the INS location (Fig. 3D), indicating that the INS-induced signal has high spatial selectivity. In a separate experiment, the same laser conditions used in Fig. 3A were used to generate a response in forepaw cortex to demonstrate that INS can evoke optical responses in different cortical areas (Figs. 3E–H). These experiments demonstrated that INS is capable of inducing optical responses in somatosensory cortex, some of which are similar to those obtained with natural tactile stimulation.

Effects of laser repetition rate on INS evoked intrinsic signal

To further establish that the optical signal was indeed induced by INS, we varied repetition rate (Fig. 4) to study how the reflectance signal changed in relation to the repetition rate of the laser. Our expectation was that the greater the total light energy applied to the cortex, the stronger the optical reflectance change. Using a 500 ms duration pulse train and 250 μs pulse width, we applied repetition rates of 50, 100, 150, and 200 Hz (Figs. 4A–E). Fig. 4A illustrates the location of the fiber optic (Fiber) as well as a t-map generated via pixel-by-pixel t-tests (p < 0.001) between the 100 Hz laser stimulation and blank conditions (orange colored pixels). As can be seen qualitatively in Fig. 4B–E, an increase in laser repetition rate increased the size of the activation region. Quantitatively, the 200 Hz laser stimulus (aqua blue line) produced the largest optical reflectance change, while a 50 Hz stimulus (pink line) produced the smallest response (Fig. 4F). As shown in Fig. 4G, the magnitude of the intrinsic signal exhibits an exponential fit with repetition rate (cf. Cayce et al., 2010).

Effects of radiant exposure on intrinsic signal

Threshold is an important aspect of INS to consider when developing the modality as an alternative to electrical stimulation. Fig. 5 displays the functional response when the radiant exposure of each pulse was adjusted across imaging runs, and examines the time

![Fig. 2. Typical intrinsic imaging response to vibrotactile stimulation of contralateral forepaw digits. (A) Blood vessel map. Black boxes are region of interests where time course data was calculated for D2, D4, and no stimulation conditions. (B and C) Activation maps in response to stimulation of D2 and D4 respectively. Darkening in image indicates activation. (D) D4–D2 subtraction map, darkened area represents selective D4 and lightened area selective D2 activation. (E–G) Time courses of intrinsic signals taken from region of interests demarcated by black and white boxes in (A–D). Traces in green, blue, and red indicate responses to D2, D4, and no stimulation conditions. ROI 1 corresponds to a D2 region of cortex, ROI 2 corresponds to a D4 region of cortex and ROI 3 corresponds to a non-activated region of cortex. Black bar represents the timing of the stimulus. Stimulation parameters: 3 second train, 8 Hz. Imaging parameters: 10 fps, 21 trials. A = anterior, M = medial. Scale bar next to (D) indicates clipping range of % change in signal in respective images.]
course of activation for the ROI (red box) shown in Fig. 5A. The laser parameters of stimulation used to generate these time courses were 200 Hz, 500 ms duration pulse train of 250 μs pulses at the five different radiant exposures indicated in the figure legend. Figs. 5B and C show the functional maps to 0.14 j/cm² and 0.48 j/cm² radiant exposures. As expected, the smallest radiant exposure (0.14 j/cm² Fig. 5D, blue line) resulted in the smallest intrinsic signal magnitude. Intermediate radiant exposures (0.21 and 0.32 j/cm², green and red lines) produced intermediate signal size, and the largest radiant exposures tested (0.37 and 0.48 j/cm², purple and orange lines) resulted in the largest signal amplitudes. The magnitude of the intrinsic signal exhibits a linear fit with radiant exposure (Fig. 5E). The area of activation also increased with radiant exposure energy, as shown qualitatively (Figs. 5B and C).

Thus, within the ranges tested, both increases in laser stimulation rate and radiant exposures resulted in greater optical activation signal, suggesting a consistent and specific effect of laser stimulation on cortical response.

**Effective distance of INS induced effect**

The spatial selectivity of INS in cortical tissue was characterized by calculating the time course of the intrinsic signal at five distinct locations. Fig. 6 displays the time courses based on distance from the laser stimulation site (200 Hz, 0.55 j/cm², pulse width 250 μs, pulse train 500 ms). In Fig. 6A, the red box represents the region of interest closest to the optical fiber; the orange and magenta boxes are the most distant regions of interest. The peak signal is largest for the location...
closest to the fiber optic (Fig. 6B, red line) and decreases in amplitude with distance from the stimulation location. This decline in signal size with distance also occurred in other directions as indicated by the comparable signal amplitude of magenta and orange ROIs in Fig. 6A. As also shown in Fig. 3, the prominent effects of INS stimulation lie within 1–2 mm of the stimulation site and decline rapidly as a function of distance from the stimulation site (Fig. 6C). The spatial temporal aspects of the signal are illustrated in Fig. 6D through a time series of optical images taken during the imaging run. The data was temporally binned by 2 to decrease the number of images displayed in the mosaic; therefore, each frame represents 400 ms in time. The stimulus came on at 200 ms and was off at 700 ms after trial start, which indicates frames 1–2 represent the time the laser was turned on. The signal peaks between frames 7 and 8 which corresponds to the time courses were displayed in Fig. 6B. Furthermore, Fig. 6D demonstrates that laser induced intrinsic signal is focal in an area measuring approximately 1 mm in diameter at its peak demonstrating the spatial precision of INS. This spatially limited characteristic makes INS a potentially useful method for studies requiring focal stimulation. The time series of images for 50, 100, 150, and 200 Hz were included as a supplemental figure to further demonstrate the effects of repetition rate on the evoked signal and to demonstrate the spatial precision of INS.

Fig. 5. Increased INS radiant exposure leads to an increase in intrinsic signal magnitude. (A) Blood vessel map showing location of ROI (red box) and fiber location (tip barely in FOV). (B and C) Activation maps from stimulation with 0.14 J/cm² and 0.48 J/cm². (D) Time course of signal for different radiant exposures. (E) Radiant exposure vs. peak amplitude of the intrinsic signal. Relationship fit with a linear equation. Laser parameters: \( \lambda = 1.875 \, \mu m \), repetition rate = 200 Hz, pulse train duration = 500 ms, pulse width = 250 \( \mu m \), spot size = 400 \( \mu m \), radiant 0.14 (blue), 0.21 (green), 0.32 (red), 0.37 (purple), 0.48 J/cm² (orange). A = anterior, M = medial. Black bar in (D) represents the timing of the stimulus. Scale bar next to (C) indicates clipping range of images.

Fig. 6. Spatial distribution of intrinsic signal in response to INS. (A) Blood vessel map with sampled ROIs overlaid. Color of box in map corresponds to color of time course trace displayed in (B). (B) Intrinsic signal time courses at different distances from the INS stimulation location. Dashed black line corresponds to the no stimulation condition collected from the red-boxed ROI. (C) Peak amplitude of the intrinsic signal as a function of distance from the fiber. Relationship fit with an exponential equation. (D) Time mosaic of optical images to illustrate the spatiotemporal aspects of the INS induced intrinsic signal. Images were temporally binned by two decreasing the effective frames per second to 2.5 Hz. Laser parameters: \( \lambda = 1.875 \, \mu m \), repetition rate: 200 Hz, pulse train duration = 500 ms, pulse width = 250 \( \mu m \), radiant exposure = 0.55 J/cm², spot size = 400 \( \mu m \). Imaging parameters: 40 Trials, 5 f/s. Black bar in (B) represents the timing of the stimulus. A = anterior, M = medial.
Inhibitory effect of INS stimulation (without tactile stimulation) in somatosensory cortex

In addition to optical imaging, electrophysiological techniques were used to study the effects of INS on neuronal activity. Fig. 7A displays the positioning of the electrode and fiber, approximately 1 mm apart. This arrangement was similar for each experiment involving electrophysiological measurements. Units that were responsive to tactile stimulation were isolated to assess cortical function during INS. Fig. 7B displays the results of laser stimulation on spontaneous neural activity. Illustrated is a peristimulus time histogram (PSTH) resulting from the irradiation of somatosensory cortex (186 trials with intertrial intervals of 15 s; radiant exposure of 0.019 J/cm², pulse width of 250 μs, pulse train length of 500 ms). Stimulus onset occurred at time zero and lasted for 500 ms (hashed bar on PSTH). We observed that INS led to a reduction in firing rate that lasted approximately 1.5–2.0 s, followed by a return to baseline levels. This reduction in firing rate was statistically significant, as evaluated by comparing the two seconds prior to stimulation and the two seconds post stimulation onset (paired t-test, $\alpha = 0.05$, −2000 ms to 0 ms: $p < 0.0046$, 0.0188, 2000 ms to 4000 ms $p < 9.55 \times 10^{-5}$). No statistical difference was observed between the two seconds before stimulation and the time region corresponding to 2–4 s after stimulation offset.

Cortex remains responsive during INS

The physiologic health of the cortex was assessed through electrophysiological recordings of neuronal responses to tactile stimulation. In Figs. 7C and D, tactile stimulation was delivered by a piezoelectric stimulator that deflected contralateral whiskers once at each arrow in the PSTH. During runs in which INS was interleaved with tactile stimulation, consistent, normal neural responses to tactile stimulation were recorded (Fig. 7C). The PSTH in Fig. 7D represents tactile stimulation alone after INS had been applied demonstrating no loss in functionality. These recordings from tactile stimulation demonstrate that the normal excitatory and inhibitory periods of post-stimulation responses were present. Thus, even after repeated presentation of INS for a period of over 2 h, normal neuronal tactile responses remained intact indicating that INS does not cause damage to cortex which compromises neuronal activity.

Stability of INS induced responses

Stability of INS induced responses is important to consider when assessing the stimulation modality’s efficacy for neuroscience applications and eventual translation to clinical studies. To examine the stability of INS induced responses, we produced a sequence of PSTHs by dividing the total number of INS trials into sequential 40 trial epochs. Fig. 8 displays a sequence of PSTHs recorded from a single unit in response to INS (radiant exposure 0.055 J/cm², spot size 850 μm, repetition rate of 200 Hz, pulse width 250 μs, train length 500 ms, 15 s intertrial interval). In most of the histograms, inhibition is most evident during the period from stimulus onset (time = 0 s) to approximately 1 s. In this example, it can be seen that INS induced inhibition is readily apparent from trial 1 to at least trial 120, and although appears to weaken slightly subsequently, the signal is still evident as late as trials 360–400. Paired t-tests between the two seconds following stimulus onset and prestimulus periods indicate that the difference in spike rate is statistically significant ($\alpha = 0.05$) for the summation of all trials (Fig. 8K) indicating that INS in rat somatosensory cortex has an immediate inhibitory effect on neuronal response, one which appears to remain present over many trials.
A separate experiment was conducted to assess the stability of this effect at two separate time points during an experiment. Fig. 9A represents an initial PSTH taken over 30 trials separated by ITIs of 30 s. Again a period of statistically significant (paired t-test, \(-1 \text{s to } 0 \text{s}: p<0.01, 1 \text{s to } 2 \text{s: } p<4.08\times10^{-5}\)) inhibition of baseline activity was observed within the first 1 s after INS onset (spot size 850 μm, pulse train length 500 ms, pulse width 250 μs, radiant exposure of approximately 0.078 J/cm²). The laser was then turned off and the
cortex was allowed to rest for 30 min after which the experiment was repeated. Fig. 9B illustrates the PSTH recorded from single unit activity at the same location using the same laser parameters used to generate Fig. 9A. Again, a period of inhibition was obtained within the first 1 s following INS (paired t-test, −1 s to 0 ms: p < 0.03, 1 s to 2 s p < 0.00038). This further demonstrates the repeatability of the inhibitory effect.

Figs. 9C and D illustrate two separate single units from experiments performed on individual animals where INS generated an inhibitory response in each PSTH. The repetition rate was set at either 100 and 200 Hz for each PSTH and the radiant exposures were 0.078 J/cm² and 0.019 J/cm² respectively, using a 500 ms pulse train and a pulse width of 250 μs. INS induced inhibition was significant (paired t-tests: Fig. 9C, 0 to 1 s vs. −1 to 0 s: p < 0.0037, or vs. 1 to 2 s; p < 0.000185; Fig. 9D 0 to 2 s vs. −2 to 0 s; p < 0.0188, or 2 to 4 s p < 0.0047). In total, statistically significant inhibitory responses were observed in all five animals studied in this fashion; excitatory responses were not observed. Thus, the effect of direct INS stimulation in rat somatosensory cortex appears to be inhibitory, as this effect was seen across all animals, different stimulation parameters, within different epochs of repeated INS stimulation, and during different recording periods within an experiment.

Discussion

Summary

We have previously demonstrated that in brain slices CNS neurons can be excited using pulsed infrared light (Cayce et al., 2010). Almost all previously published studies on INS of neural tissue have focused on the PNS (Duke et al., 2009; Fried et al., 2008; Izzo et al., 2008; Jenkins et al., 2010; Rajguru et al., 2010; Richter et al., 2010; Wells et al., 2007b; Wininger et al., 2009). This study is the first to examine the effects of INS on cortical tissue in vivo. Using intrinsic signal imaging, we find that INS induced changes in optical reflectance can show similarities to intrinsic signal responses previously reported for sensory stimuli presented to somatosensory or visual cortex (Chen et al., 2007; Grinvald, 1983; Roe, 2007; Ts’o et al., 1990; Tsytserov et al., 2010; Vanzetta et al., 2005). As assessed by optical imaging, the spatial extent of the INS stimulus revealed a roughly 2 mm region of effect, demonstrating a localized response to INS in cortical tissue that is similar to the high spatial precision that has been well characterized in PNS applications (Duke et al., 2009; Fried et al., 2008; Izzo et al., 2008; Teudt et al., 2007; Wells et al., 2007b). The amplitude of the intrinsic response increased with increasing infrared light energy, produced either by increasing the stimulation frequency or by increasing the radiant energy of the laser (Figs. 4 and 5). Changing the radiant exposure induced a linear response in peak signal magnitude compared to an exponential response demonstrated by changing the repetition rate. An exponential relationship was also observed in thalamocortical slices where stimulation threshold decreased with increasing repetition rate (Cayce et al., 2010). That INS repetition rate affects cortical activity differently than radiant exposures suggests total radiant exposure alone cannot fully explain the functional results.

Infrared irradiation of the cortex did not appear to harm tissue, as both optical and neuronal signals were maintained, as shown with interleaved INS and tactile stimulation trials and normal subsequent measurements of tactile activation following 2-hour periods of repeated INS stimulation. Interestingly, cortical neuronal activity was significantly inhibited during the 1 s period post INS onset. This inhibition was consistently observed across animals, different laser stimulation parameters, and sustained epochs of neuronal recording. This is the first report of INS evoking neuronal inhibition (Cayce et al., 2010; Fried et al., 2008; Izzo et al., 2006; Richter et al., 2010; Teudt et al., 2007; Wells et al., 2007b).

What underlies the INS evoked response?

Although the mechanism underlying INS induced optical changes is unknown, the effect is believed to be a transient heat-induced effect (Wells et al., 2007a). While temperature change was not measured in this study, other studies have looked at temperature change using similar stimulation parameters (Izzo et al., 2008; Richter et al., 2010). In these studies, the average temperature change was estimated to be between 3 and 5 ºC, and was shown to be non-damaging. The mechanism by which the heat gradient is transduced into neural signal is currently thought to be via heat-sensitive TRP receptors or via
thermally mediated changes in ion channels (Richter et al., 2010; Wells et al., 2007a). However, many potential sources, other than neural activity, could have led to the observed INS changes in optical reflectance (darkening of tissue) (Bouchard et al., 2009; Roe, 2007).

An argument can be made that the source of the intrinsic signal induced by the laser is simply the result of heat-induced vasodilation or heat-induced cellular changes, such as cellular swelling or changes in cellular chromophores. However, we find this unlikely to be a primary effect, as the time course of the intrinsic signals evoked by infrared light reached its peak at approximately 2 s after laser offset (Figs. 3–6), a time at which all heat associated with the laser would have dissipated ($\tau_{\text{therm}} \approx 112$ ms, heat dissipated at $10^\circ \text{C}$; cf. Izzo et al., 2008; van Gemert and Welch, 1995). Another possibility for the observed OIS response is an immediate heat response. If the laser evoked intrinsic signal was simply an immediate heat response, then the signal would be expected to decay exponentially. Instead our results indicate a long sustained response similar to that seen in sensory-induced intrinsic signals, suggestive of a neuronal related response. Additionally, studies that have used electrical stimulation to stimulate either the whisker pad or the fore/hindpaw demonstrated similar time courses. Jones et al. demonstrated that a 1 s electrical stimulus (15 Hz, 1.6 mA) of the whisker pad produced a time course with a 6 second duration (Jones et al., 2001), and Bouchard et al. demonstrated that the time course of the reduced oxy-hemoglobin signal does not return to baseline until ~5 s post stimulation when electrical stimulation (3 Hz, 1 mA, for 4 s stimulation) is applied to the hind-paw (Bouchard et al., 2009). While we are not able to exclude heat-induced cellular changes or vasodilation as contributing factors, the strongest support for a neuronal response is the electrophysiology results which demonstrate clear, consistent inhibitory neuronal responses, lasting approximately 1 s after laser stimulation onset (Figs. 7–9). We support the idea that INS, like sensory induced changes, led to changes in reflectance through such factors as changes in blood volume, blood oxygenation, and light scattering. The 632 nm illuminant used in this study targets the hemodynamic component and has been shown to correlate strongly with neuronal response.

The physiologic and anatomical differences between the PNS and the CNS can be used to help identify possible sources for the observed inhibitory response. In the CNS, all structures stimulated by infrared light have involved a nerve where stimulation could be applied and monitored downstream from the stimulation site. Conversely, the cerebral cortex of the brain consists of a neural network and contains inhibitory interneurons, and glial cells, astrocytes, oligodendrocytes, and microglia, in a greater concentration than excitatory neurons. Direct stimulation of cortex with light could evoke responses in excitatory neurons that would then propagate in numerous directions making it difficult to detect evoked excitatory responses or INS could evoke direct responses in the smaller inhibitory neurons or glial cells. A confounding issue is the depth at which the infrared light penetrates into the tissue. In this study, the wavelength of light (1.875 $\mu$m) penetrates approximately 300–600 $\mu$m into tissue, where intensity decays exponentially following Beer’s law (Cayce et al., 2010; Hale and Querry, 1973). This indicates that mainly layers I and II of cortex are stimulated with only a small percentage of photons reaching layer III. A higher number of inhibitory neurons and astrocytes are present in layers I and II than excitatory neurons which are mainly located in layers III/IV (Helmstaedter et al., 2008; Takata and Hirase, 2008). However, the dendritic tree of the pyramidal cells located in deeper layers project up to the superficial layers of cortex and will contribute to the absorption of infrared energy. Astrocytes present another possible component underlying the INS-induced response. Several groups have suggested that astrocytes have a role in generating hemodynamic responses (Hillman, 2007; Schummers et al., 2008; Takano et al., 2006; Wang et al., 2006). Other groups have demonstrated that astrocytes have an active role in modulating neuronal transmission (Bowser and Khakh, 2004; Cunha, 2008; Koizumi et al., 2003; Kozlov et al., 2006; Perea et al., 2009). Future studies are needed to determine the primary contributors to INS-induced cortical effects.

**Correlation of intrinsic optical signal and neuronal inhibition**

This is the first example of INS causing inhibition whereas all other INS studies evoked excitation (Cayce et al., 2010; Fried et al., 2008; Izzo et al., 2006; Teudt et al., 2007; Wells et al., 2007b). Although our neuronal sample is small, we do not believe our results are purely due to sampling bias. Our electrodes were those typically used for extracellular recordings and isolate excitatory neuronal activity quite readily (e.g. Figs. 7C and D). Although we typically sampled neurons from the superficial cortical layers, some recordings were also taken from deeper layers. We observed that the INS related neural activity was not limited to a specific depth or region of somatosensory cortex. In our recordings, we were more likely to sample cells with detectable spontaneous activity or clear tactilely driven response. Thus, there was nothing particularly unusual or unique about our sampling methods. It should be noted that tungsten microelectrodes likely bias towards sampling large pyramidal neurons and not responses from smaller inhibitory neurons.

While it is possible that INS had a suppressive effect on apical pyramidal cell dendrites in the superficial layers, it is also possible that INS has an excitatory effect on inhibitory neurons in superficial layers, resulting in the suppressed pyramidal neuronal responses we detected. Feng et al. recently demonstrated that infrared light can increase the GABA current in isolated single cell recordings using cultured rat neurons (Feng et al., 2010), raising the possibility that some of the effects we observed may be direct effects on inhibitory neurons. Given the robust optical signals obtained with INS and the fact that our electrodes are biased towards larger neurons, it is likely that the predominant INS effect is preferential activation of inhibitory neurons. This is consistent with the effective penetration depth of the INS wavelength and stimulation parameters used here, which is likely to reach primarily layers I–II where inhibitory neurons are a predominant cellular component. We plan to conduct similar experiments in other cortical areas and other species to examine whether this is a general effect or whether it might be unique to rat somatosensory cortex.

This study underscores the fact that the neural basis of intrinsic optical signals is complex. Although many studies of cortical function emphasize the correlation of intrinsic signal magnitude with excitatory (presumably pyramidal) neuronal response, this is clearly not always the case. Subthreshold neuronal responses also have been highlighted as significant components of intrinsic cortical signals (Das and Gilbert, 1995; Grinvald et al., 1994; Toth et al., 1996). However, association of intrinsic optical signals with inhibitory neuron activation is less well documented. Although we have only inferred this relationship indirectly and thus further study is required, in this respect, this study is one of the first to highlight such a relationship.

Another possibility we have considered relates to the size of the laser stimulation fiber. We used a 400 $\mu$m diameter fiber positioned at distances up to 1.1 mm from the cortex, resulting in a spot size of up to 800 $\mu$m. The large size of the activation spot may have the effect of recruiting additional inhibitory circuits in somatosensory cortex. There are many examples of inhibitory effect of nearby barrels on the whisker barrel of interest (Derdikman et al., 2003; Simons and Carvell, 1989). In visual cortex, larger size stimulation very frequently leads to inhibition (Ghose, 2009; Levitt and Lund, 1997). This is due to additional inhibitory circuits that are activated when the spot size goes beyond the receptive field size. This is a common feature of cortical circuitry and could underlie the basis for the observed inhibitory responses. Whether excitatory/inhibitory effect is related to laser spot size would best be addressed in INS experiments using fibers of different diameters.
Future directions

Many applications in the field of neuroscience could benefit from the high spatial selectivity of INS. For instance, INS could be used to study functional neural circuitry. While electrical stimulation is an established stimulation method in the field of neuroscience (Fritsch and Hitzig, 1870; Galvani, 1791), inherent electrical field spread makes it difficult to contain the area of neural activation. Infrared energy is governed by its optical penetration depth and can be engineered to target a specific volume of tissue. Consequently, neural activation by INS has been shown to be more spatially precise than electrical stimulation (Wells et al., 2005a,b) and has the potential to stimulate a single neuron (Feng et al., 2010). Infrared neural stimulation also has the advantage of being minimally invasive, reducing the risk of damaging neural tissue by physical contact, and could be a useful high spatial resolution brain mapping method during intraoperative procedures during neurosurgery (Roux and Tremoulet, 2002; Starr et al., 2002). Potential application for deep brain stimulation is also a future possibility. The work presented here represents the first step towards realization of these goals and provides a promising stepping-stone towards future more advanced applications.
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