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Weakly modulated spike trains: significance, precision, and cor-
rection for sample size. J Neurophysiol 87: 2542-2554, 2002;
10.1152/jn.00420.2001. Many single-unit electrophysiological stud-
ies of visual cortex have investigated strong evoked responses to
simple stimuli such as oriented gratings. Experiments involving other
types of stimuli, such as natural scenes, higher-order features, and
surface brightness, produce single-unit responses that are more diffi-
cult to interpret. Experiments with brightness, in particular, evoke
single-unit responses that are typically weakly modulated. When the
brightness is generated by a visua illusion such as the Cornsweet
illusion, statistical tests are often necessary to distinguish true re-
sponses from baseline fluctuations. Here, using data collected from cat
Areas 17 and 18 in response to real and illusory brightness stimuli, we
provide a method for detecting and quantifying weak but significant
periodic responses. By randomizing spike trains (via bootstrap meth-
ods), we provide confidence levels for response significance, permit-
ting the evaluation of both weak and strong responses. We show that
because of a strong dependence on total spike number, response
significance can only be appropriately determined with randomized
spike trains of similar spike number. Such randomizations can be
performed for both stimulus-elicited and spontaneously occurring
spike trains. By developing a method for generating randomized
modulated spike trains (phase-restricted randomization) from actual
recordings, we calculate upper and lower confidence limits of modu-
lated spike trains and describe how measurement precision varies as
a function of total spike count. Finaly, using this randomization
method, we describe how a correction function can be determined to
correct for measurement bias introduced at low spike counts. These
methods may also be useful in the study of small but potentially
significant responses in other systems.

INTRODUCTION

The ability to reliably quantify the magnitude and signifi-
cance of weak single-unit electrophysiological responses is
becoming increasingly important in neuroscience (Awiszus
1997; Moore et a. 1966; Vinje and Gallant 2000). Whereas
robust responses are often recorded to strong sensory stimuli,
responses to weak or illusory stimuli have been less studied.
Responses to surface luminance and brightness, for example,
are often weak (Hung et al. 2001, see Fig. 1; see also Rossi et
al. 1996). Theissue of weak signals also arisesin other sensory
and higher cortical areas, where minor differencesin attention,
memory, or planning are being recorded (Brumberg et al. 1996;
Schulz et a. 2000).

To explore the mechanisms that underlie these classes of
processing, one must be able to objectively judge whether a
weak response is present or not. How does one distinguish an
actual response from chance modulations in firing rate? The
most direct way to examine this issue is to determine the
significance of peaks or troughs relative to a baseline in the
peristimulus time histogram (PSTH). This has been usually
determined with regard to repeated but transient stimulus
events (cf. Abeles 1982; Awiszus 1993a,b; Davey et al. 1986;
Dorrscheidt 1981; Gerstein and Kiang 1960). Recent reports
have also examined the role of sample size in assessing the
significance of precise temporal patterns (Baker and Lemon
2000; Oram et al. 1999). However, very few published reports
have tested the statistical significance of weak responses to
sinusoidally modulated stimuli (Rossi et a. 1996). In this
paper, we focus on the detection and quantification of weak
sinusoidally modulated responses to brightness stimuli. We
show how to account for differences in sample size when
measuring the amplitude and significance of responses. We
also show how to quantify response precision, the certainty of
aresponse measurement, allowing us to determine whether two
modulated responses are significantly different from each
other. Although our methods are shown for sinusoidally mod-
ulated responses, they can also be applied to other types of
periodic stimuli.

We have based our approach around two randomization
methods. The first is a common test of response significance,
which involves randomizing the order of spike arrival while
preserving the interspike interval distribution (Cox and Lewis
1966; Manly 1997, Perkel et al. 1967; Rossi et al. 1996). This
randomization method generates artificial spike trains that are
unmodulated, even if the original spike train is a modulated
brightness response. We refer to this method as full random-
ization. In this paper, we examine the rationale for using this
method to determine response significance. We show that
single-unit recordings from cat visual cortex support this mea-
sure of significance. However, we show that the number of
spikes recorded affects response magnitude and measured sig-
nificance. Furthermore, we show that the response significance
should be determined from full randomization of the test re-
sponse not spontaneous activity.

We a0 introduce a second randomization method that we call
phase-restricted (PR) randomization. Unlike full randomization,
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this method allows one to generate artificia spike trains with
PSTHSs that appear temporally similar to the original (seed) spike
train (even if the original PSTH has sharp transient responses).
Because artificia spike trains generated using this method pre-
serve the modulation present in the origind spike train, this
method alows us to quantify the precision of modulated re-
sponses and thereby test whether two modulated responses are
significantly different in strength. Using PR randomization, we
show how to determine the minimum number of spikes needed to
avoid mistaking a truly modulated response for a nonresponse.
Findly, we show how this method can be used to determine and
correct for biases that exist in PSTH responses. Our findings are
not restricted to sinusoidally modulated stimuli and can be gen-
eralized to other types of periodic stimuli. They are especialy
relevant for wesk PSTH responses and can be applied in other
aress of the nervous system.

SINGLE-UNIT RESPONSES TO BRIGHTNESS
MODULATION

Fifty-one single units were isolated in cat Areas 17 and 18
under pentothal anesthesia (1-2 mg - kg~ * - h™%) and studied
for electrophysiological responseto real and illusory brightness
modulation (Hung et a. 2001). Stimuli consisted of two rect-
angular surfaces separated by a stationary contrast border.
Stimuli were positioned such that the recorded classical recep-
tivefield lay in the center of one of the surfaces, away from the
contrast border (see Fig. 1A). In the “real” stimulus, the lumi-
nance of the two surfaces were sinusoidally modulated in
counterphase at 0.5 Hz, such that increase in luminance of one
surface was coupled with decrease in luminance of the other
surface (8% contrast peak-to-peak; mean luminance, 32 Cd/
m?). In the illusory brightness stimulus (“Cornsweet” condi-
tion) (see Hung et a. 2001), only theimmediate border contrast
was modulated (16% contrast peak-to-peak; mean luminance,
32 Cd/m?), but it produced a percept of distant surface bright-
ness modulation very similar to that of the real stimulus (Burr
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Fic. 1. A: schematic of luminance stimulus in which two uniform surfaces
are separated by a contrast border that was positioned well away from recorded
classical receptive field (CRF, small box). The luminances of the two surfaces
are sinusoidally modulated in counterphase, such that increase in luminance of
one surface is coupled with decrease in luminance of the other surface (0.5 Hz,
16 frames per modulation cycle, sign reversing around a mean luminance of 32
Cd/m?, ii.e., contrast incremented and then decremented in 16 luminance steps).
In the illusory brightness stimulus (“Cornsweet” condition) (see Hung et al.
2001), only the immediate border contrast was modulated, but it produced a
percept of distant surface brightness modulation very similar to that of the real
stimulus. Luminance profiles of the luminance (Lum) and Cornsweet (Corn)
stimuli are shown below. Regions shaded in gray indicate areas that are
sinusoidally modulated in luminance. B, top: time course of the sinusoidal
modulation of luminance around the mean. Bottom: an example perisimulus
time histogram (PSTH) of a weak response in an Area 17 cell (192 bins, 11
mg/bin, 597 cycles).
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1987; Cornsweet 1970). Response to the real luminance stim-
ulus was compared with that to the illusory brightness stimu-
lus. Responses were also compared with spontaneous activity
(unmodulated gray screen; luminance, 32 Cd/m?). In our stim-
uli, the strength of brightness modulation was weak (in the
range where Cornsweet brightness percepts are most salient)
(cf. Burr 1987) and often produced weakly modulated re-
sponses (e.g., Fig. 1B). We therefore felt the need to develop
better methods to detect and quantify these weak responses and
to objectively evaluate their significance.

RESPONSE TO WEAK LUMINANCE MODULATION
IS BETTER DESCRIBED BY FIRING RATE
MODULATION THAN BY AVERAGE FIRING RATE

It might be argued that average firing rate may be a sufficient
index of neural response. However, cells in visual cortex
exhibit a wide range of average firing rates during both spon-
taneous (i.e., “background”) and stimulated conditions. We
find that when the stimulus is a weak luminance modulation,
average firing rate is not a good indicator of response. For
some cells in our data set, average firing rate is higher during
luminance modulation than during spontaneous activity,
whereas for other cells it is less (Fig. 2). Indeed, across the
population set, there is no significant difference between spon-
taneous and stimulated average firing rates (n = 51, Wilcoxon
signed-rank test, P = 0.5).

Rather than exhibiting changes in average firing rate in
response to luminance modulation, many cells are modulated
in firing rate at the temporal frequency of the stimulus. Similar
response modulations have been reported by other investiga
tors for stimuli that include temporally varying luminance
patches and moving gratings (Movshon et al. 1978a,b; Rossi et
al. 1996; Skottun et al. 1991). To measure response modul ation
to our luminance stimuli, we fitted sinusoids by least-squares
method to each PSTH and used the contrast ratio method (see
Fig. 3A).

The data were fitted with sinusoids because the stimulus was
sinusoidally modulated. Historically, sinusoidal fitting has
been the most common method of fitting this type of data
(Movshon et al. 1978a,b), although a dliding box filter has also
been used (Rossi et al. 1996). Deviants from sinusoidal re-
sponses included responses with narrow or transient peaks. We
developed fits for some of these but found the sinusoidal fit to
be the most clear and reasonable. For both luminance and
spontaneous conditions, sinusoids were fitted at the temporal
frequency of the luminance stimulus (F1). We also fitted sinu-
soids at twice (F2) and three times the temporal frequency
(F3). Over half the cells (28/51) showed a predominantly F1
response (i.e., F1 contrast ratio > F2, F3; see following text),
one-third (17/51) showed a predominantly F2 response, and
12% (6/51) were dominated by F3. F1 and F2 response types
correspond to cells that prefer the on part of the cycle, the orr
part of the cycle, or both. Thus 88% of our luminance re-
sponses can be classified as F1 or F2, supporting the use of
sinusoidal fitting for our data set. Except where specified, the
remainder of this paper will deal with measurements based on
the F1 sinusoid, which is the easiest to interpret in terms of a
brightness response.

We defined the response contrast ratio as (max — min)/
(max + min) of the fitted sinusoid. When modulation response
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FIG. 2. As a population, average firing rate was not significantly greater
during luminance modulation vs. spontaneous activity (n = 51; Wilcoxon
signed-rank test, P = 0.5). Average firing rates varied widely among individual
cellsin Areas 17 and 18, from 0.1 spikes/s to >10 spikes/s (note log scale). —,
no difference in average firing rate between spontaneous and luminance
modulation conditions.

is thus defined, most cells show greater response under luminance
modulation than during spontaneous activity (Fig. 3B, @). This
demonstrates that, in this case, contrast ratio is better than average
firing rate for measuring response magnitude.

Although response modulation is better than average firing
rate for revealing significant responses, there remain significant
responses that by this measure alone fall within the spontane-
ous range. For this data set, the 95th percentile of the distri-
bution of spontaneous contrast ratios was ~0.17 (the 95th
percentile calculation was based on the 3rd largest contrast
ratio of 51 neurons). Thus for response contrast ratios <0.17
(see shaded areq), the measured luminance responses could not
be distinguished from random fluctuations in spike activity by
these methods.

In our study of illusory brightness, we found a subpopul ation
of cellsin Area 18 that appeared weakly modulated by our
Cornsweet stimulus (cf. Hung et a. 2001). However, the re-
sponses to the Cornsweet stimulus, shown as O in Fig. 3B,
tended to be <0.17. Although these responses fell below the
cutoff (<0.17), most responses were nevertheless greater than
the spontaneous contrast ratios obtained from the same cell (O
above —). This suggested that basing the cutoff on the 95th
percentile of the spontaneous population may be too conser-
vative. We surmised that the contrast ratio method might be
improved by using bootstrap methods and accounting for dif-
ferences in sample size. To determine which responses in this
range were truly significant, we devote the next few sectionsto
examining how sample size might affect recorded response
amplitudes and significance.

MEASURED CONTRAST RATIO OF SPONTANEOUS
RECORDING DEPENDS ON NUMBER OF
SPIKES RECORDED

We began by considering whether the contrast ratio might
vary with differences in spike count during spontaneous re-

C. P. HUNG, B. M. RAMSDEN, AND A. W. ROE

cording. Intuitively, spontaneous spike trains with a large
number of spikes should tend toward a “flat” PSTH (i.e.,
contrast ratio tends toward 0). A hypothetical spike train with
only one spike, however, would yield a contrast ratio >1
(because the trough of the fitted sinusoid is negative; e.g., for
aPSTH with 192 bins, a contrast ratio of 2.3 is obtained). This
suggests that contrast ratios based on fewer spikes may be
overestimating the presence of actual modulation.

To investigate this further, we re-evaluated our spontaneous
spike data with an emphasis on underlying spike counts. Figure
4A replots the spontaneous contrast ratios, sorted by total
number of spikes recorded (contrast ratios were computed from
sinusoids at the same periodicity as the brightness stimuli). As
hypothesized, the higher spontaneous contrast ratios tended to
arise from recordings with fewer spikes. Statistical analysis
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FIG. 3. Modulation of firing rate by the luminance cycle. A: the strength of
firing rate modulation was measured by the contrast ratio method. A PSTH
(192 bins, 11 ms/bin) of the response was generated. Response profiles were
fitted by a sinusoid, and the peak and trough of the sinusoid were designated
max and min, respectively. Response contrast ratio was measured as (max —
min)/(max + min). A O contrast ratio indicates a flat histogram, and a contrast
ratio of 1 indicates a trough at 0 spikes/s. On rare occasions, the best fitting
sinusoid can have atrough <0 spikes/s, resulting in a contrast ratio greater than
one. For the PSTH shown, the contrast ratio is 0.56. B: comparison of
measured contrast ratio under spontaneous activity vs. luminance modulation
(e, same 51 cells shown in Fig. 1) or illusory brightness modulation (O,
Cornsweet stimulus, from a subpopulation of brightness cellsin Area 18, n =
11). —, (dope = 1) no difference in contrast ratio between spontaneous
activity and brightness modulation conditions. Most cells exhibited larger
sinusoidal modulation in firing rate in response to brightness modulation
compared with spontaneous activity (cells above —). @, responses below the
95th percentile of the spontaneous distribution (0.17). Most responses to the
Cornsweet stimulus (0) were <0.17, making them indistinguishable from
spontaneous by this method.
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FIG. 4. Measured contrast ratio of spontaneous activity of 51 cells depends
on the number of spikes recorded. A: results calculated at the same temporal
frequency (~0.5 Hz) as the luminance modulation condition. —, exponential
fit to the distribution. Spike trains with more spikes tend to have lower contrast
ratios. B: results calculated at 3 times the temporal frequency. Exponential fit
to the distribution is shown by — and, in A, by - - -. Again, higher spike counts
tend to coincide with lower contrast ratios.

revealed that the magnitude of measured spontaneous contrast
ratio was significantly correlated with the number of spikes
recorded (Fig. 4A, R = —0.45, P = 0.001, n = 51). The effect
of sample size was similar when contrast ratios were measured
from sinusoids at half and one-third the periodicity (F2 and F3
sinusoids, respectively). Results at one-third periodicity are
shown in Fig. 4B. Our data thus suggest that the number of
spikes recorded significantly affects the magnitudes of mea-
sured spontaneous contrast ratios.

SIGNIFICANCE AND THE NULL HYPOTHESIS

To test the null hypothesis, that a cell’s luminance response
is not significantly different from its spontaneous activity, one
must be able to define what level of contrast ratio is indistin-
guishable from spontaneous activity. Figure 4 suggests that this
threshold level depends on the number of spikes recorded.
Given the effect of spike count on measured contrast ratio, how
does one effectively test the null hypothesis? One method
would be to use only spike trains with “many” spikes. A
predetermined minimum spike count could be feasibly derived
(e.g., for Fig. 4 data, a spike count threshold of 2,000). Al-
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though it is preferable to record many spikes for a good
measurement, the low firing rates of some cortical cells in
some experimental protocols means that sometimes one must
be satisfied with only a few hundred spikes from a 10-min
recording. In this section, we address analytical methods that
allow for the testing of the null hypothesis when total spike
count is low.

Soike train randomization captures the range
of spontaneous modulation

One way to test the null hypothesis, and determine the
confidence limits by which to judge whether aresponseistruly
modulated, is to base them on the spontaneous activity of each
cell. The approach is to generate artificial spike trains from
actual spontaneous spike trains by randomizing the order of
interspike intervals (Fig. 5A). Such an approach, usualy re-
ferred to as the “bootstrap” or “randomization” analysis, has
been well documented for a broad range of data (Baker and
Lemon 2000; Manly 1997; Oram et a. 1999). By using boot-
strap methods to generate artificial spike trains, one can deter-
mine confidence limits for chance modulation (Cox and Lewis
1966; Perkel et a. 1967; Rossi et a. 1996).

The validity of the bootstrap method rests on the assumption
that spikes occur as renewal processes. However, second- and
higher-order interactions between successive interspike inter-
vals are known to occur (e.g., bursts of firing, or short intervals
alternating with long intervals) (cf. Baker and Lemon 2000;
Oram et al. 1999). We therefore wondered whether this method
truly captured the range of spontaneous fluctuations in the
PSTH. For example, is the calculated 95% confidence level
truly above 95% of recorded spontaneous activity? We based
our analysis of spontaneous data on these methods as follows.
We took each recorded spontaneous spike train and fully
randomized the sequence of interspike intervals (ISls) to create
1,000 new spike trains with the same interspike interval dis-
tribution (henceforth called “full randomization”). The contrast
ratios of the randomized spontaneous spike trains were derived
and sorted, and then the cell’s actual luminance-modulated
response contrast ratio was compared with this sorted popula
tion to determine its confidence level. We then did this for al
51 cells studied. One would expect that out of 100 spontaneous
recordings, N of them will fall below the N% bootstrapped
confidence level, e.g., 95 of them will fall below the 95%
confidence level (i.e., aplot of actual vs. expected rank should
yield aline of slope 1). Figure 5B shows the confidence levels
of recorded spontaneous activity for our population of cells,
arranged by confidence level (n = 51). As might be expected,
the recordings yielded bootstrapped confidence levels that
evenly spanned the entire range (i.e., the two distributions line
up along the 1:1 diagonal and are not significantly different;
P = 0.8, Kolmogorov-Smirnov test). Had the recordings re-
sulted in predominantly low or high confidence levels, it would
indicate that the randomization method was over- or underes-
timating, respectively, the range of modulation levels in spon-
taneous activity. The linearity of the plot (a quantile-quantile
plot) (cf. Hamilton 1992) supports the validity of this random-
ization method in determining confidence levels.
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FiG. 5. A: the full randomization method of determining response sig-
nificance. One thousand random spike trains, right, are generated from an
actual spike train, left, by randomizing the sequence of interspike intervals.
Contrast ratios of the 1,000 randomized spike trains are sorted, bottom, and
the contrast ratio of the original spike train is compared against this
distribution to arrive at the bootstrapped significance level. 1, ~95th
percentile of the distribution. B: quantile-quantile plot of bootstrapped
confidence levels of spontaneous activity recorded from 51 cells (spike
collections ranged from 96 to 1,421 “cycles’ of ~2 s each). The abscissa
and ordinate indicate the actual and expected confidence level rankings,
respectively. For each recorded spike train, its bootstrapped confidence
level (the value along the ordinate) was calculated as follows: the sequence
of interspike intervals was randomized (“full-randomization”) to generate
1,000 artificial spike trains. Contrast ratios of these randomized spike trains
were sorted and compared against the measured contrast ratio of each
spontaneous recording to arrive at a confidence level for each recording.
For example, if a measured contrast ratio were ranked 351 smallest of
1,000, then the bootstrapped confidence level would be 35.1%. The boot-
strapped confidence levels of the 51 responses are then sorted and arranged
to lie on the abscissa between 0 and 100 (percentile ranking; values are
{[(1/51, 2/51 - - - 51/51) — 1/102]* 100} . Results lie along the diagonal and
span the entire range (P = 0.8, Kolmogorov’s test), suggesting that the
randomization method (which assumes spikes occur as renewal processes)
is appropriate for determining the confidence level.
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Bootstrap significance levels are also dependent on number
of spikes recorded

To further test whether the bootstrapped spike trains have
the same behavior as real spike trains, we examined the de-
pendency of bootstrapped spike trains on total spike count.
Figure 6A shows how randomization-derived confidence levels
change with spike count. Here we plot the results of full
randomization of spontaneous activity for each of the cells
(n = 51). Large open circles indicate 50% confidence level.
Smaller upper and lower open circles indicate 95% and 5%
confidence levels, respectively. For comparison, the measured
spontaneous contrast ratios from al cells (filled circles, same
as Fig. 4) are also shown. Thus for each rea measurement,
indicated by afilled circle, there are three bootstrapped mea-
surements at 5, 50, and 95%, indicated by open circles. Com-
parison of the solid curve (exponential fit of filled circles) with
the thicker dotted curve (exponential fit of large open circles,
50% confidence levels) reveas the similarity between mea
sured and bootstrapped values and their similar dependence on
spike number.

The dependence on number of spikes exists not only for the
50% confidence level but also for other confidence levels (95
and 5% confidence levels shown by upper and lower open
circles, fitted by dotted curves). When sample sizeis taken into
account, the 95% confidence level ranges from 0.3 at 100
spikes to ~0.08 at 5,000 spikes, a dramatic improvement over
the previous 0.17 cutoff. In sum, these findings suggest that to
appropriately test the null hypothesis (i.e., that aresponseis not
present), the number of spikes recorded must be taken into
account. The full randomization bootstrap is one means to
create objective sample size-corrected confidence levels.

Sgnificance level depends on number of spikes in the test
response not number of spikes during spontaneous activity

Given that confidence levels vary with spike count, the
significance of atest response should ideally be evaluated with
a spontaneous spike train with matching spike count. However,
in actual recordings the number of spikes collected under the
test condition is often very different from that collected under
the spontaneous condition. Figure 6B illustrates luminance-
modul ated (triangles) and spontaneous (dots) response contrast
ratios for nine cellsin our sample. These are arranged along the
abscissa by number of spikes recorded. For clarity, only lumi-
nance responses <0.40 are shown. Gray lines are shown to
indicate the luminance-spontaneous pairings. Dotted curves
drawn indicate 5, 50, and 95% confidence levels (of values
shown in Fig. 6A). As can be seen, the number of spikes
recorded for the same cell under luminance versus spontaneous
conditions can vary greatly. One example (straight black line)
spans almost the entire range, from 256 spikes (279 spontane-
ous “cycles’) to 4,981 spikes (205 luminance cycles, 0.5 Hz).
For this cell, the contrast ratio of the luminance response (0.10)
is below the spontaneous contrast ratio (0.17) recorded from
the same cell. In addition, the luminance response is well
below the 95% confidence limit at 256 spikes (0.27, indicated
by arrow), based on the distribution of contrast ratios for its
randomized spontaneous spike trains. However, it would be
incorrect to conclude that this cell is unresponsive to lumi-
nance, as its luminance response is clearly above the 95%
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confidence limit (0.08) calculated at 4,981 spikes (the number
of spikes in the luminance-modulated spike train). This exam-
ple shows that, when determining significance level, signifi-
cance should be based on the same number of spikes as the test
response spike train rather than the number of spikes in the
spontaneous recording. Such a spike count-matched spontane-
ous spike train can be generated with bootstrap randomization
of the test response spike train.

Randomized luminance spike trains provide similar
confidence limits compared with randomized
spontaneous spike trains

Because spike number is critical in determining significance,
we would like to use the test response spike train itself as a
seed for generating randomized spike trains. However, as the
two spike trains were recorded under very different conditions
(luminance modulated vs. spontaneous), there may be differ-
ences in ISl distribution that could affect these bootstrap re-
sults. From our observations, whereas spontaneous |S| distri-
butionstypically have only one peak, luminance-modulated 1 S|
distributions can have two peaks due to burstsin the spike train
(example shown in Fig. 6C, insets). We wondered whether this
difference in 1S| distribution would affect the bootstrapped
confidence levels of luminance modulated spike trains. Thus
before using the luminance response spike train for bootstrap
randomization, we must first confirm that the ISl distributions
of the stimulated and spontaneous spike trains result in similar
confidence levels.

Figure 6C compares the distributions of confidence levels
derived from the full randomization of spontaneous versus
luminance-modulated spike trains. For the randomized lumi-
nance-modulated spike trains, confidence levels are indicated
by large hollow triangles (50%, fitted by dashed curve) and

Fic. 6. A: the 95% confidence level of spontaneous activity is not a fixed
level of contrast ratio but instead depends on the number of spikes recorded.
Contrast ratios of spontaneous activity (filled circles, n = 51) are shown
arranged by number of spikes. For each cell, 50% and 5%/95% bootstrapped
confidence levels of spontaneous activity (large open circles, and lower and
upper small open circles, respectively) were also calculated by full random-
ization. Fits to the recorded contrast ratio and to the 5/50/95% confidence
levels are shown by solid and dotted curves, respectively. The triangles in the
figure legend refer to pointsin B and C. B: response significance should not be
based on the 95% confidence level of spontaneous activity because of differ-
ences in number of spikes recorded. Most luminance-modulated responses
(filled triangles) have a different number of spikes compared with spontaneous
activity (filled circles) recorded from the same cells (for 10 cells, pairing of
recordings from the same cell indicated by gray or black lines). For clarity,
only contrast ratios <0.40 are shown. For comparison, 5/50/95% confidence
levels of spontaneous activity are shown. For the pair indicated by black line,
the luminance response contrast ratio is lower than that of the paired sponta-
neous activity and below the 95% confidence level of the paired spontaneous
recording (indicated by arrow at 0.27 contrast ratio). However, the luminance
response is significant (greater than the 95% confidence level) after accounting
for the number of spikes in the luminance response. C: luminance-modul ated
and spontaneous spike trains yield similar bootstrapped confidence levels
despite differences in interspike interval (1S) distribution. Comparison of
5/50/95% confidence levels of full-randomized luminance-modulated spike
trains (triangles, n = 51) vs. spontaneous spike trains (dotted lines, same as B).
Fit to the 50% confidence levels of the randomized |uminance-modul ated spike
train is indicated by dashed (luminance) curve. Insets: histograms of ISl
distributions recorded from an Area 17 cell during spontaneous activity (left)
vs. luminance modulation (right). Ordinate shows percentage of ISIs repre-
sented by each bin. Note logarithmic abscissa, which shifts the peak of the
histogram.
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smaller upper (95%) and lower (5%) triangles. For comparison,
the confidence levels of randomized spontaneous spike trains
are indicated by lower, middle, and upper dotted curves (5/50/
95%, same as shown in Fig. 6, A and B). As can be seen, full
randomizations of both luminance (triangles) and spontaneous
(dotted lines) spike trains yield similar, overlapping distribu-
tions of confidence levels.

Of 51 cells, only 3 (at 4,000—-5,000 spikes) appear to deviate
from the 95% confidence level. The histograms shown in the
insets are not from among the outliers (their 95% confidence
levels lie very close to the fitted 95% confidence level curve).
We have examined the IS| histograms of luminance responses
of the longer spike trains (4,000-5,000 spikes). Eight of
eight have clearly discernable double peaks. The three that
appear to be outliers (95% confidence level, >0.10) are
different from the others in that the bulk of their ISls
(>50%) are short (<10 ms) with very weak peaks near
1,000—2,000 ms. For the largest outlier, >90% of the I1Sls
are <5 ms. The remaining five have comparatively stronger
and broader peaks near 1,000—2,000 ms. We surmise that
the outliers result from extreme burstiness.

Thus with the exception of a few very bursty cells, there is
no difference between the 95% confidence limits of spontane-
ous versus luminance-modul ated spike trains despite their dif-
ferent ISl distributions. Together, these findings suggest that
one can randomize the test response, rather than spontaneous
activity, to determine response significance.

PR RANDOMIZATION FOR MODULATED
SPIKE TRAINS

In the previous section, we discussed the full-randomization
method. Although full randomization is suitable for determin-
ing the response significance of a single cell (compared with
spontaneous), it is unsuitable for determining whether two
stimulated responses are significantly different from each
other. Thisis because full randomization can generate only flat
PSTHSs (i.e., any modulation present in the original spike train
islost; see Fig. 6C, full-randomized luminance spike trains are
as flat as randomized spontaneous). Here, we introduce a new
randomization method in which permutations are restricted
based on phase proximity. This method preserves the modula
tion found in the original spike train, generating artificial spike
trains whose PSTHSs appear similar to the original. We call this
method phase-restricted randomization, or PR randomization.
Because PR-randomized spike trains remain modulated, it al-
lows us to measure the effect of sample size on modulated
spike trains in ways that are impossible with other methods
such as full randomization. In the next section, we will use it
to measure how sample size affects precision (i.e., the cer-
tainty) of measured responses. Finally, this method will allow
us to generate a function to correct for sample size-related bias
in the measurement of weak responses.

The PR randomization method is based on the idea that
spikes occur as renewal processes. There are conditions under
which renewal processes can be an inappropriate model (e.g.,
nonstationarity, bursting, precise synchronization) (cf. Abeles
1991; Gerstein et a. 1989). However, it is an adequate model
for our purposes and is supported by the linearity of the
guantile-quantile plot of the full-randomized spontaneous dis-
tribution (Fig. 5B, indicating the good match between expected
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and actual confidence level distributions) and by previous
studies (Baker and Lemon 2000; Cox and Lewis 1966; Perkel
et al. 1967). The PR randomization method further assumes
that modulated spike trains occur as a result of a time-depen-
dent 1S distribution but makes no assumption as to the shape
(e.g., Poisson) (cf. Abeles 1982; Dorrscheidt 1981) or time-
dependent nature (e.g., sinusoidal) of the IS| distribution.

The PR randomization method is depicted in Fig. 7A, and
results of several randomizations are shown in Fig. 7, B, C, E,
and F. At the top of each panel is a PSTH, and below it the
corresponding peristimulus time ISl plot (PSTISI). The ab-
scissa indicates time within the stimulus cycle. The ordinate of
the PSTISI indicates the time interval between each point
(spike) on the plot and the subsequent spike. To generate the
randomized spike train, one begins by taking an actual spike
train recorded in response to luminance modulation (Fig. 7A).
The start times of 1SIs of this spike train are sorted relative to
the stimulus trigger and plotted along the abscissa in Fig. 7A,
bottom. We have used this ISI data to generate a series of new
randomized spike trains as follows. First, a spike is chosen at
random from the spike train (consequently, time was not
evenly covered in the randomization). From the randomly
chosen spike at t; (see Fig. 7A, bottom), one waits the corre-
sponding IS (in this case, the IS for the spike at t; is 500 ms)
until t,. The duration of the subsequent ISl is randomly se-
lected from a randomization window of 10 ISIs (encircled in
gray, 5 1SIs before and 5 after t,; note that all ISls were sorted
relative to the start of each cycle), and this ISl continues from
the first, beginning at t,. We wish to emphasize that this
randomization is not adjacent in time, as the 10 ISIs are not
sequential and may be separated from each other by many
cycles. The four arrows in the figure illustrate 4 of the 10
possible paths the random sequence may take at t,. They are
meant to show that some paths have longer 1Sls, and others
have shorter 1SIs. Thetips of the arrows suggest where t; might
occur. This process of random jumps is repeated until the
desired number of spikes has been generated.

We used a window size of 10 for al PR randomizations in
this paper. We have aso tried other window sizes (e.g., 2, 25,
and 100). Although wider window sizes may provide better
randomization, they produce noticeable blurring and flattening
of the PSTH. Narrower window sizes better correspond to the
width of transient responsesin the PSTH (we are assuming that
the neuron, within the time window, is receiving roughly the
same pattern of inputs regardless of cycle). However, we
remained concerned about the effective level of randomization
at narrow window sizes. Although a narrow window size of 2
provides, for a 100-spike spike train, 21100 (= 10[134) pos-
sible permutations, the effective number of permutations re-
mains limited by the shape of the ISl distribution (e.g., the
bursty outliers shown in Fig. 6C). Our choice of a randomiza-
tion window size of 10 correspondsto atime window of ~3 ms
(ranging from 1.66 to 6.64 ms, depending on firing rate) for the
6,988-spike train example shown in Fig. 7A. For comparison,
the PSTH bins are ~11 ms wide.

Figure 7, B and C, shows two randomized trains of 1,600
spikes each generated from the train in Fig. 7A. Note that both
the PSTH (top) and the ISl distribution (bottom) appear similar
to the original. The close match in both PSTH and ISI distri-
bution would not be possible with other randomization meth-
ods such as a sinusoidally-modul ated Poisson distribution. This
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FIG. 7. The phase-restricted (PR)-randomization method for generating artificial spike trains for modulated responses. A, top:
the PSTH of acell’ s response to luminance modulation. Black lineindicates sinusoidd fit to the histogram. Bottom: the peristimulus
time Sl plot (PSTISI) of the recording. Stepped gray line indicates mean | Sl of sequential 67-msbins. Artificial spike trains, shown
in B, C, E, and F, were generated from this spike train under the assumption that spikes are renewal processes and that the shape
of the underlying probability distribution varies predictably during the stimulus cycle. Note that no assumption was made of the
actua shape of the probability distribution (e.g., Poisson). The set of 1SIs was sorted relative to the time from the stimulus trigger.
Following a predetermined ISl from t, to t,, the magnitude of the subsequent IS israndomly chosen from the set of 10 |SIs nearest
intimeto t, (encircled in gray). The subsequent ISI begins at t,, and the process is repeated until the desired number of spikes has
been generated. The 4 arrows illustrate 4 of the 10 possible paths the random sequence may take at t,. They are meant to show that
some paths have longer |Sls, and others have shorter |Sls. The tips of the arrows suggest where t; might occur. For this spike train,
arandomization window of 10 spikes corresponds to ~3 ms (6,988 spikes, 301 cycles, 2.134 gcycle). The value 10 was arbitrarily
chosen and provides a good balance between the need for randomization and the desire to preserve precise temporal relationships

in the PSTH. B and C: examples of 2 1,600-spike trains artificially generated from A. D: recorded response shown in A, truncated
to 200 spikes. Mean S| (stepped gray line, bottom) is binned at 133 ms each. E and F: truncated artificial spike trains of B and

C, 200 spikes each. Compare with recorded spike train shown in D.

demonstrates that artificial spike trains generated by PR ran-
domization exhibit similar temporal structure to recorded spike

trains and have comparable contrast ratios.
We have also observed that, because of smaller sasmple size,
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shorter spike trains exhibit greater variation in their contrast
ratios (see also next section, Fig. 8). Figure 7D shows atypical
example of a 200-spike train truncated (not randomized) from
the luminance response shown in Fig. 7A. Its contrast ratio is
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FIG. 8. A: precision of measured luminance response as a
function of spike count. Same cell as in Fig. 7. Contrast
ratios of truncated luminance spike trains (closed circle)
demonstrate that measured contrast ratio is less precise in
shorter spike trains. Recorded responses lie within the

5-95% confidence interval of PR-randomized spike trains

(open triangle, randomization window of 10) generated from
the same luminance response. PR-randomized spike trains of

Contrast Ratio

the spontaneous recording from the same cell (open sgquare)
yielded confidence levels consistent with full-randomized
spontaneous responses (Fig. 6A). Confidence levels were
determined from 1,000 randomizations. Significant overlap
can be seen between the PR-randomized luminance and
spontaneous distributions for spike trains with <400 spikes
(indicated by arrow and gray vertica line). B: confidence
levels determined by PR randomization can be used to test
whether 2 contrast ratios are significantly different. Circles A
and B indicate the 2 contrast ratios to be compared. Spike
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train A has 200 spikes and a contrast ratio of 0.20. Spike
train B has 3200 spikes and a contrast ratio of 0.48. Gray
curves suggest possible confidence bands of A and B. Left:
incorrect method for testing significance. A’ and B’ indicate
confidence intervals around A and B. Comparisons of A
against B’, and B against A’, incorrectly find that A and B lie
outside the confidence intervals and are significantly differ-
ent. Right: correct method for testing significance. A” and B”
denote confidence intervals calculated from spike trains A
and B at spike counts of B and A, respectively. Because PR
randomization fails to extrapolate to higher spike counts, A"
(shaded in gray) cannot be used to compare against B.
Comparison of B” against A, however, finds that A lies
within the confidence band of B. Thus A and B are not
significantly different (P > 0.05, 2-tailed test, 2.5-97.5%
confidence band).
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0.54. Other 200-spike trains truncated from the same lumi-
nance response have contrast ratios ranging from 0.2 to 0.8 (see
filled triangles in Fig. 8A). Figure 7, E and F, shows random-
ized trains of 200 spikes each, truncated from the spike trains
shown in B and C. Their contrast ratios are 0.63 and 0.33, well
within the 0.2-0.8 range obtained from truncations of the
actual recording.

Thus PR randomization produces artificial spike trains that
preserve the origina spike train’s modulation structure and
desired number of spikes. Although the example we show is a
sinusoidally modulated spike train, this method works equally
well for spike trains with transient responses. Previous studies
have also included methods for generating appropriate surro-
gate data (Oram et al. 1999; Baker and Lemon 2000). They
differ from this method in that they simulate the spike train by
matching a hypothetical instantaneous firing rate, whereas this
method deals only with the PSTISI plot. All of these methods
capture temporal modulations in firing rate, although both they
and PR randomization are limited in the maximum number of
spikes they can generate (they should not be used to extrapolate
beyond the number of spikesin the original spike train). In the
next section, we use PR randomization to determine the how
the precision of measurement varies as a function of spike
count. Finally, we show how to determine the bias in measured
contrast ratio as a function of spike count, thereby permitting
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the comparison of modulation responses from different cells
and different recordings.

PRECISION OF MEASURED CONTRAST RATIOS OF
LUMINANCE RESPONSES

We have shown how to generate artificial modulated spike
trains using PR randomization, and we now apply this method
to examine the certainty of measured luminance response mod-
ulation (i.e., response precision). Our method provides an
estimate of modulation strength contained in the neura re-
sponse. When two contrast ratio estimates are compared, each
has an uncertainty associated with it. Given these uncertainties,
how can we be sure that a measured contrast ratio of 0.50, for
example, is significantly more modulated than a contrast ratio
of 0.40? The answer, again, depends on the number of spikes
recorded. Recordings with more spikes tend to provide a
greater degree of precision, meaning that repeated presenta-
tions of the same stimulus yield smaller differences in mea-
sured contrast ratios. As with the randomized spontaneous
spike trains, this precision can also be quantified and indicated
by confidence levels. To differentiate confidence levels of
spontaneous activity from that of luminance modulated spike
trains, we will use the terms “spontaneous confidence levels’
and “activated confidence levels,” as indicated in Fig. 8.
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To derive the activated confidence levels for the luminance
response, we generated for the spike train of Fig. 7A (using the
PR method) 1,000 modulated spike trains for each spike count
(200, 200, 400, 800, 1,600, 3,200, and 5,000 spikes; 7 X 1,000
spike trains). The 7,000 PR-randomized spike trains were not
subsets of each other. This produced an activated confidence
band (indicated by open triangles) as shown in Fig. 8A. Five,
50, and 95% confidence levels (lower, middle, and upper open
triangles, respectively) are shown. Comparison of this measure
of precision with measured contrast ratios of truncated portions
of the original spike train (filled triangles) suggests that this
method is well suited for activated spike trains.

To examine whether this method also produces reasonable
spontaneous confidence levels, we also generated 1,000 PR-
randomized spike trains derived from spontaneous activity
recorded from the same cell. As shown by open squaresin Fig.
8A, the 5, 50, and 95% spontaneous confidence levels are
comparable to those in Fig. 6A (generated by full randomiza
tion), supporting the validity of this method for generating
spontaneous confidence levels as well. That our choice of
window size (10 spikes) is sufficiently large, and thus our spike
trains sufficiently random, is indicated by the similarity be-
tween these two distributions.

This application of PR randomization allows one to evaluate
the response difference between two spike trains. For example,
two spike trains' contrast ratios are significantly different from
each other at the P = 0.05 level (a 2-tailed comparison) if each
contrast ratio lies outside the 2.5-97.5% confidence band of the
other contrast ratio. The 5 or 95% confidence level should be
used for one-tailed comparisons at P = 0.05.

We diress that the confidence band, not the confidence
interval, should be used. By confidence band, we mean that the
calculation of confidence interval should take into account the
number of spikes as the varianceis greater at low spike counts.
The correct test in these cases is to test the contrast ratio of one
spike train against the confidence interval of other at the same
spike count. Figure 8B shows examples of inappropriate and
appropriate significance testing between two contrast ratios. In
these examples, circles A and B indicate the two contrast ratios
to be compared (A: contrast ratio 0.20, 200 spikes; B: contrast
ratio 0.48, 3,200 spikes). Gray curves suggest possible confi-
dence bands of A and B. In the example at left, the confidence
interval at A, denoted by A’, is used to test the significance of
B, and B’ isused to test the significance of A. Because A is not
within B’, and B is not within A’, this test suggests that the
contrast ratio measurements are significantly different. The
problem with this example, however, is that the test has not
been corrected for sample size. In the example at right, A” and
B” denote confidence intervals calculated from spike trains A
and B at spike counts of B and A, respectively. Thus this test
takes into account the fact that the confidence band of B is
wider at fewer spikes. As aresult, it correctly finds that A is
within B”, and the difference between A and B is deemed to be
nonsignificant at the P = 0.05 level (2-tailed test, 2.5-97.5%
confidence band).

In the example at right, it would be inappropriate to compare
A" against B. Thisis because PR randomization cannot extrap-
olate from a 200-spike spike train what the contrast ratio might
be at 3,200 spikes. In virtualy all contrast ratio comparison
tests, one spike train will be longer than the other, and the test
must be performed by comparing the confidence band of the
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longer spike train against the contrast ratio of the shorter spike
train, as shown in Fig. 8B, right. In rare cases where both spike
trains are of the same length, differences in variance between
the two contrast ratios can result in one contrast ratio lying
within the confidence band of the other, but the other contrast
ratio lying outside the confidence band of the former. An
example of this can be seen in the 50% confidence levels of
Fig. 8A at 200 spikes. We believe this arises from asymmetry
in the probability distribution (because the contrast ratio is not
normally distributed). In these cases, we suggest that if either
valuefallswithin the confidence band of the other, then the two
values are not significantly different from each other.

This method can also be used to determine the minimum
number of spikes needed to avoid falsely rejecting a true
activated response. In Fig. 8A, substantial overlap can be seen
between the luminance-modulated and spontaneous distribu-
tionsfor spike counts <400. This overlap suggests that, for low
spike counts, errors can arise from the use of the 95% spon-
taneous confidence limit. For spike trains with <400 spikes,
the lower precision of contrast ratio measurements increases
the likelihood of atrue luminance response being misclassified
as a nonresponse (incorrect acceptance of the null hypothesis,
i.e, atype Il error) (cf. Kvanli et a. 1989). For this cell, a
minimum of 400 spikes is needed to avoid such errors. A cell
with a weaker luminance response would require even more
spikes for the response to be clearly distinguishable from
spontaneous. For example, a cell with a luminance contrast
ratio of 0.35 might need a minimum of 800 spikes. In our
experience, the spontaneous confidence levels do not differ
much from cell to cell. Thus the minimum spike number is
largely determined by the strength of the luminance response.

Sample size correction function for measured contrast ratios

Contrast ratios are a popular tool for quantifying both sinu-
soidal and transient responses. As we have demonstrated for
recordings of spontaneous activity (Fig. 4), differencesin sam-
ple size can dramatically affect the measured contrast ratio.
This bias is present not only in spontaneous activity but in
luminance responses as well. When recorded responses are
weakly modulated, a correction function (correcting the mea-
sured contrast ratio for the number of spikes recorded) may be
required to dissociate the test response population from the
spontaneous population (i.e., using population statistics such as
the Wilcoxon signed-rank test). Here, we show how to generate
such a correction function.

We have considered two forms of sample-size correction
functions. The first form is based on a conversion from raw
contrast ratio to a significance scale (Fig. 5). The second form
corrects the contrast ratio to the most likely strength of the
underlying modulation (i.e., the most likely contrast ratio one
would measure if all recordings had many spikes). We tested
both forms with the Wilcoxon signed-rank test and found them
to be comparable in power when testing for the significance of
a population response (both tended to improve P values by
roughly an order of magnitude). However, we found the second
form to be more useful overall. The first form (significance)
fails to accurately reflect the relative strength between stronger
responses. Thisdistortion arises at higher contrast ratios, where
significance values are related primarily to the number of
spikes recorded and only indirectly related to the underlying
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strength of modulation (picture the slope of the higher confi-
dence levels in Fig. 6A). In contrast, we believe the second
form fairly represents the magnitudes of both weak and strong
responses and their relationship to sample size.

The difference between these two methods is evident if one
examines the following hypothetical scenario. Suppose that
under two conditions, A and B, &l recorded measurements
yield a contrast ratio of ~0.5. Further suppose that the only
difference between results from the two conditions is that
recordings from A have 1,000 spikes, but recordings from B
have 5,000 spikes (perhaps due to a difference in firing rate).
The significance scale method would find that condition B has
significantly more modulation than condition A, whereas the
correction function method would find, correctly, that both
conditions have the same magnitude of modulation response.
For this reason, we have used the correction function method in
our analyses (see Figs. 6 and 7 in Hung et a. 2001) and will
show how to derive it here.

We begin by finding the 50% activated confidence levels of
a selection of modulated responses. We choose the 50% level
because the PR randomized response distributions are unimo-
dal, and the 50% level is both the median and peak of the
distribution. The 50% activated confidence level, therefore,
indicates the most likely contrast ratio for a given strength and
spike number. Figure 9, left, shows 50% activated confidence
levels of 12 cells (open triangles, thin lines are interpolated).
These values were derived from 8,400 (12 cells X 7 spike
counts X 100 randomizations each) PR randomized spike
trains based on twelve seed spike trains of >5,000 spikes each.
These randomly generated spike trains did not overlap in any
way (were not subsets of each other).

Because each 50% activated confidence level was generated
from a single cell, the strength of the response for each curve
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should be constant, independent of the number of spikes (i.e.,
independent of the length of data collection). Thus each of
these curves should have a single response measure after
correction for the number of spikes. To create a response
measure that can accurately describe the response strength of
all cells, a correction function (see aprenDIX) was fitted to the
50% confidence levels using least squares method. The term
modulation index (MI) was used to refer to the contrast ratio
corrected for spike count. We then generated a family of
iso-MI curves based on this function (Fig. 9, right). Thus
each line at right represents an iso-M|I level. For practical
purposes, it was adequate to adjust iso-M| levels to approx-
imate the contrast ratios at 5,000 spikes. For example, a
600-spike train with a contrast ratio of 0.09 (indicated by
arrow) would be corrected to have a modulation index of
0.06 (i.e., fall along 0.06 iso-MI curve). Responses from all
cells in our data set are then corrected in this fashion (cf.
Hung et al. 2001, Figs. 7 and 8).

Figure 10 demonstrates the usefulness of this correction
function. Two histograms are shown comparing response mag-
nitudes recorded during Cornsweet stimulation versus sponta-
neous activity. The first histogram (Fig. 10A) shows raw con-
trast ratios, and the second (Fig. 10B) shows contrast ratios
after using the correction function of Fig. 9 (Mls). Greater
dissociation between the two conditions can be seen in the
second histogram. In practice, the function lowers the contrast
ratios of spontaneous activity but has little effect on activated
responses.

This method of sample size correction is not limited to
sinusoidal contrast ratio measurements. We suggest that for
any data obtained from periodic stimuli, this method of PR-
randomization, followed by fitting a function to the 50% con-
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FIG. 9. Construction of spike-correction function. Left: each lineindicates the 50% confidence level (the 50th percentile of 1,000
PR-randomized spike trains) generated from an individual cell’s luminance response. Note that higher contrast ratios are less
affected by low spike count. Right: spike count correction function. Function was fitted to the 50% confidence levels shown by lines
at left. Curved lines in the correction function indicate iso-MI levels (levels resulting in the same modulation index).
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FIG. 10. Histograms of Cornsweet and spontaneous contrast ratios before
and after sample-size correction. A: histograms of raw contrast ratios recorded
under Cornsweet (m, n = 28) and spontaneous (00, n = 22) conditions. Not all
cellswere tested under both conditions. Cells were recorded from Areas 17 and
18 and were chosen because their primary sinusoidal response was at the
Cornsweet stimulus frequency (vs. 2 or 3 times the stimulus frequency). B:
same histogram after correction for number of spikes. The distributions are
more clearly separated, and the level of significance is improved from P =
0.023 to P = 0.0015 (Wilcoxon signed-rank test, n = 20).

fidence levels of response strengths from severa cells, can be
used to generate a compensated M| for each recorded response.

DISCUSSION

In this paper, we have addressed the quantification and
determination of response significance of weakly modulated
spike trains. We have shown how to apply two randomization
methods in the analysis of weak responses. The first method,
full randomization, is commonly used in testing for response
significance. We have shown a quantile-quantile plot indicat-
ing that this method correctly predicts the range of responses of
spike trains recorded during spontaneous activity from Areas
17 and 18 of anesthetized cats. We have also shown that this
test for response significance is best determined by randomiz-
ing the test response spike train itself, rather than randomizing
the spike train of the recorded spontaneous activity. The sec-
ond method, PR randomization, is novel and alows for the
generation of modulated randomized responses. We have
shown how this second method can be used to visualize the
precision of measurement in modulated responses, alowing
one to compare whether two modulated responses are signifi-
cantly different in strength from each other. It is also useful for
determining the minimum number of spikes needed to distin-
guish true responses from spontaneous activity. Finaly, we
have shown how to use PR randomization to create a sample-
size correction function for the measurement of weak re-
SPONSES.

J Neurophysiol - voL 87

2553

Key to our determination of precision and spike-count cor-
rection is the PR-randomization method. Unlike full random-
ization, this method is able to generate modulated spike trains.
This method has an advantage over other randomization meth-
ods for generating modulated spike trains —namely, its reli-
ance on relatively few assumptions about the actual mecha
nisms underlying spike generation. Its principal assumption,
that spikes occur as renewal processes, is supported by our data
and by recent analyses of the occurrence of repeating spike
patterns (Baker and Lemon 2000). However, this view is not
universally supported, and there are situations in which this
assumption would not be appropriate (Abeles 1991; Abeles et
al. 1993; Engel et a. 1992; Eskandar et al. 1992a,b; Gerstein et
al. 1989; Grammont and Riehle 1999; Riehle et a. 1997;
Singer and Gray 1995; Von der Malsburg 1995). Another
assumption, that spike probability varies with the phase of the
stimulus cycle, is reasonable and supported by PSTISI plots
generated from many cells.

Both full and PR randomization assume stationarity of the
spike train over minutes of recording. If these methods were
applied to nonstationary recordings, response magnitudes mea-
sured over longer epochs would not reflect the variability at
shorter epochs. This can lead to either over- or underestimation
of confidence intervals within epochs if one does not correct
for sample size in these epochs. We have looked for effects of
nonstationarity in our measurements by testing the contrast
ratio and spike counts of successive epochs in our longer
records. We found that, other than gradual increases or de-
creases in firing rate, our records were largely stable. For
example, the luminance response in Figs. 7 and 8A varied in
firing rate with a SD 23% of the mean. Contrast ratio did not
progressively increase or decrease over time (although vari-
ance was greater in epochs with fewer spikes, as expected).
Even in the spontaneous recordings, epochs with fewer spikes
did not necessarily predict higher contrast ratios. Thus we
believe nonstationarity (on a minutes time scale) does not
factor greatly into our results.

In this paper, PR randomization has been used to examine
the measurement of contrast ratios of PSTHs. It may also be
extended to quantify the precision of joint peristimulus time
histograms (JPSTHS), cross-correlograms, spike patterns, etc.
The primary disadvantage of this method is its dependence on
actual recorded data. One must be sure that the original spike
train is free from contamination (i.e.,, single unit) and has
sufficient number and density of spikes (for example, 5,000
spikes for cycles 2 s in duration, yielding a density of 2.5
spikes/ms). Although it is possible to generate more artificial
spikes than in the original spike train, doing o is an extrapo-
lation beyond the actual data. Also, one must choose a ran-
domization window size large enough to yield sufficient ran-
domization, yet small enough to accurately reflect the PSTH.
For a spike density of 2.5 spikes/ms, a randomization window
size of 10 spikes corresponds to 4 ms, a reasonable temporal
resolution for the measurement of contrast ratios.

The analysis methods we have shown are applicable for
analyzing both weak and robust responses. These methods can
be generalized across systems. Although this paper focuses on
responses to sinusoidally modulated stimuli, the same methods
may also be applied to correct for sample size in responses to
other periodic stimuli.
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APPENDIX
Sample size correction function

The form of the function was determined by trial and error, and the
exact fit was determined by relaxation methods by reducing the total
squared error between the fitted function and all the points at Fig. 9,
left. To fit the function, a putative modulation index was assigned for
each line at left, based on each line's contrast ratio at 5,000 spikes.
During fitting, we made slight adjustments to the twelve modulation
indices as necessary. The values at lower spike counts were weighted
less in the total sguared error (the weight at 100 spikes was one-
quarter the weight at 5,000 spikes). A custom-made computer pro-
gram individually adjusted each variable in the function (slight ad-
justments, such as £0.00001) and tested its effect on the total squared
error. Adjustment sizes were controlled by the user as needed. For
practical purposes, only the inverse function was determined
Raw = {(1 — MI)"Fkes L M|+ w}

SpikeSMIC”

1+ tanh[(MI —E) X D] _ MI I AX (B-E)
X 5 +E><{(1 E) ¥ +E+7spik<§c”}
1+ tanh[(E — M1) x D]
2

where: Raw = raw contrast ratio; Ml = modulation index; spikes =
number of spikes; A = 0.52305; B = 46.1622; C = 1.30107; D =
6198; E = 0.06.

Note the tanh functions, which effectively separate the function into
two regions at Ml = 0.06. Above 0.06, the function was determined
by trial and error. Below 0.06, the function was graded down to zero.
We based this decision on the shape of the lower confidence levels
(see Fig. 6).
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