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There is considerable debate on whether working memory (WM) storage is mediated by distinct subsystems for auditory and visual stimuli (Baddeley, 1986) or whether it is constrained by a single, central capacity-limited system (Cowan, 2006). Recent studies have addressed this issue by measuring the dual-task cost during the concurrent storage of auditory and visual arrays (e.g., Cocchini, Logie, Della Sala, MacPherson, & Baddeley, 2002; Fougnie & Marois, 2006; Saults & Cowan, 2007). However, studies have yielded widely different dual-task costs, which have been taken to support both modality-specific and central capacity-limit accounts of WM storage. Here, we demonstrate that the controversies regarding such costs mostly stem from how these costs are measured. Measures that compare combined dual-task capacity with the higher single-task capacity support a single, central WM store when there is a large disparity between the single-task capacities (Experiment 1) but not when the single-task capacities are well equated (Experiment 2). In contrast, measures of the dual-task cost that normalize for differences in single-task capacity reveal evidence for modality-specific stores, regardless of single-task performance. Moreover, these normalized measures indicate that dual-task cost is much smaller if the tasks do not involve maintaining bound feature representations in WM (Experiment 3). Taken together, these experiments not only resolve a discrepancy in the field and clarify how to assess the dual-task cost but also indicate that WM capacity can be constrained both by modality-specific and modality-independent sources of information processing.
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Working memory (WM) refers to the temporary storage and manipulation of information necessary for cognition. The ability to keep representations in an active and accessible state is critical for adaptive, intelligent behavior and is thought to underlie such diverse cognitive processes as language learning and problem solving (Baddeley, 1986). This ability, however, appears to be strikingly limited, as one can only store a small amount of information in WM at any one time (Cowan, 2001, 2006; Grimes, 1996; Irwin, 1992; Irwin & Andrews, 1996; Miller, 1956; Pashler, 1988; Rensink, 2000). By understanding the nature of this capacity limit, it is believed that researchers can learn how our WM system is organized (Baddeley, 1986; Baddeley & Hitch, 1974; Cocchini, Logie, Della Sala, MacPherson, & Baddeley, 2002; Cowan, 1988, 1995; Engle, Tuholski, Laughlin, & Conway, 1999; Fougnie & Marois, 2006; Just & Carpenter, 1992; Morey & Cowan, 2004, 2005). One critical, enduring question in regards to the capacity of working memory, is whether it is mediated by subsystems specialized for maintaining specific types of representations (Baddeley & Logie, 1999) or whether it is limited by a single, domain-general store (Cowan, 1995).

According to the multicomponent model, WM contains several modality-specific subsystems capable of keeping task-relevant information in an active state (Baddeley, 1986; Baddeley & Logie, 1999; Baddeley & Hitch, 1974). Early instantiations of this model argued for phonological and visuospatial slave systems (e.g., Baddeley, 1986), but there is also strong support for distinct slave systems for spatial and nonspatial visual information (Logie, 1995; Logie & Marchetti, 1991). A main source of evidence for the model comes from dual-task (DT) paradigms that show intermodal savings or significantly reduced DT cost when two tasks draw on different modalities, compared with when the tasks originate from the same modality. In selective interference paradigms, participants have to perform a secondary task while concurrently maintaining information in WM. When the task-relevant information for the secondary task differs in modality from the contents of WM, DT cost is significantly less than if the two tasks tap the same modality (Baddeley & Hitch, 1974; Logie & Marchetti, 1991; Logie, Zucco, & Baddeley, 1990). Similarly, DT studies that require the concurrent maintenance of two stimulus sets in WM often reveal intermodal savings: When the stimulus sets differ in modality, little, if any, DT cost is typically observed (Cocchini et al., 2002; Fougnie & Marois, 2006; Luck & Vogel, 1997). In contrast, if two WM sets of the same modality have to be concurrently maintained, strong DT cost is observed (Fougnie & Marois, 2006).
In contrast to the multiple-component model, the embedded processes model suggests that a central, limited-capacity storage system underlies WM capacity (Cowan, 1988, 1995). According to this view, auditory and visual arrays should compete for limited WM storage capacity, and therefore, intermodal savings are not expected. Indeed, Saults and Cowan (2007) have suggested that evidence of intermodal savings in WM maintenance may be due to the contribution of modality-independent sensory memory to WM. Sensory memory, which is distinct from WM, refers to the temporary persistence of sensory information after a stimulus has ceased and is characterized as having an extremely large capacity but a duration that is too brief (visual sensory memory; 200–300 ms; auditory sensory memory; 1–2 s) to assist performance in typical WM tasks (Averbach & Coriell, 1961; Broadbent, 1958; Crowder, 1982; Crowder & Morton, 1969; Rostron, 1974; Sperling, 1960). However, Cowan (1988, 1995) has argued that in addition to this initial transient phase with unlimited capacity, sensory memory also has a capacity-limited phase lasting several seconds that would be able to aid performance in typical WM tasks.

Cowan’s model predicts that intermodal savings in WM will only occur under conditions in which WM performance can be assisted by sensory memory. Consistent with this view, Saults and Cowan (2007) have recently argued that such savings disappear when sensory memory is disrupted with pattern masks. In their study, participants had to concurrently maintain auditory and visual WM loads. WM capacity was assessed by computing Cowan’s \( K \) (an estimate of the number of object representations stored in WM; Pashler, 1988; Cowan, 2001; Cowan, Johnson, & Saults, 2005) from participant’s accuracy at detecting whether a test probe was identical to or differed in one item from the WM sample (Luck & Vogel, 1997; Pashler, 1988). To test for intermodal savings, the combined auditory and visual WM capacity in the DT condition (3.49 items) was compared with the two single-task (ST) conditions—ST visual (3.62 items) and ST auditory (1.40 items). Because the combined DT capacity was not different from the higher (vision) ST capacity, Saults and Cowan argued that audition and vision share a common WM limit. This reasoning follows from the theoretical assumption that WM is limited only by the maximum number of discrete object representations (approximately four) that can be maintained irrespective of modalities. According to this model, the higher ST capacity of the two tasks is the best approximation of a participant’s capacity, whereas the lower ST capacity for the other task may stem from limitations during perception (Saults & Cowan, 2007). Thus, this maximum capacity analysis draws on the assumptions of theoretical models that propose that WM capacity is limited solely by the discrete representational quantity of items and that incorrect responses must reflect failures to store items (Cowan, 2001, 2006; Luck & Vogel, 1997).

However, discrete representation of stored information is not an assumption that is shared by all models of WM. For example, resource-based or signal-detection models of WM (Alvarez & Cavanagh, 2004; Bays & Husain, 2008; Wilken & Ma, 2004) can account for limitations in the quality of WM representation by assuming that resources can be flexibly allocated to each object representation. Indeed, recent evidence suggests that errors in WM arise not just from failures to store items but also from limitations in the quality of stored representations (Bays, Catalao, & Husain, 2009; Fougnie, Asplund, & Marois, 2010; Jiang, Shim, & Makovski, 2008; Scott-Brown, Baker, & Orbach, 2000; Wilken & Ma, 2004). Limited-resource models can explain the lower performance in the ST auditory (1.40 \( K \)) condition relative to the ST visual (3.62 \( K \)) condition of Saults and Cowan’s (2007) experiment without having to invoke perceptual limitations. For example, given that the \( K \) estimate for a given object is inversely correlated with its information load or complexity (Alvarez & Cavanagh, 2004), it is certainly possible that the low \( K \) estimate for the ST auditory condition reflects the greater amount of information stored per auditory item than per visual item, as fewer auditory items could be stored in a limited-capacity WM store. If so, then differences in ST capacities cannot be ignored when assessing DT capacity because both ST capacities will contribute to it. Consider a central WM store whose capacity is evenly divided across tasks; its DT capacity can be predicted by simply summing the halves of each of the ST capacities. Assuming the \( K \) per item of Saults and Cowan’s auditory and visual tasks are, say, 0.5 and 1.0, respectively, then the total DT capacity of that central WM store would be 2.51 \( K \) (0.7 \( \frac{1.40}{2} \) for the auditory WM task plus 1.81 \( \frac{3.62}{2} \) for the visual WM task). In this particular case, Saults and Cowan’s reported DT capacity of 3.49 \( K \) would, in fact, suggest modality-specific contributions to WM capacity. Thus, when ST capacities are disparate, DT cost would be more appropriately estimated by comparing combined DT capacity with the summed halves of ST capacities \( ([Task \, 1 \, ST \, capacity/2] + [Task \, 2 \, ST \, capacity/2]) \), a measure that is mathematically equivalent to the averaged ST capacity. Importantly, this equation is valid not only for resources-based models of WM but for all circumstances for which there is a disparity in measures of ST capacity, regardless of whether these disparities arise from differences in the information load of stimuli (Alvarez & Cavanagh, 2004), in the quality of the stored representations (Bays et al., 2009; Fougnie et al., 2010; Wilken & Ma, 2004; Zhang & Luck, 2008), in the rate of postattention errors (Awh, Barton, & Vogel, 2007; Barton, Ester, & Awh, 2009), or in the number of discrete representations necessary to store each stimulus type (Luck, 2008).

The drawback of the average ST capacity method is that it works only if there is an equal division of resources across tasks. However, participants may fail to do so, even with their best intentions and explicit experimenter instructions. An alternate measure that is resilient with regard to differences in how participants allocate resources to tasks is to normalize the DT cost for each task to that task’s ST capacity (Fougnie & Marois, 2006; see also Logie, Cocchini, Della Sala, & Baddeley, 2004; Salthouse, Fristoe, Lineweaver, & Coon, 1995; Salthouse, Rogan, & Prill, 1984, for analogous normalizing approaches applied to the cognitive aging and neuropsychology literature). This estimates the percentage change in capacity between ST and DT conditions for
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1 These are capacity estimates from Experiment 3 of Saults and Cowan (2007), averaged across the two visual WM loads. Similar results were found in other studies.
each task. The result can then be averaged across tasks to estimate an aggregate measure of DT cost, termed $\Delta K$.

$$
\Delta K = \left\{ \frac{\text{Task 1}_{ST} \text{ capacity} - \text{Task 1}_{DT} \text{ capacity}}{\text{Task 1}_{ST} \text{ capacity}} \right. + \left. \frac{\text{Task 2}_{ST} \text{ capacity} - \text{Task 2}_{DT} \text{ capacity}}{\text{Task 2}_{ST} \text{ capacity}} \right\} / 2 \times 100 \quad (1)
$$

If both tasks tap into the same limited-capacity system, $\Delta K$ would be 50%, or half of the combined ST capacity, regardless of how capacity is allocated across tasks. If both tasks tap into completely separate WM stores, $\Delta K$ should instead be zero because capacity should not change. A downside to the $\Delta K$ measure is that unless variance in performance estimates scale with performance, variance will have a greater (but unbiased) effect on $\Delta K$ measures as performance nears the chance level (i.e., WM capacity is zero). This occurs because $\Delta K$ variance is scaled by dividing by ST capacity (see Equation 1). Thus, $\Delta K$ is not appropriate for tasks in which participants may have very low ST capacity. Here, we term the average ST capacity and $\Delta K$ computations normalized measures because they normalize for differences in each task’s ST capacity to estimate the expected DT capacity. Although both metrics have inherent limitations, when the normalized measures agree, they provide converging evidence for estimates of DT cost.

A critical difference between these normalized measures and the maximum capacity method used by Saults and Cowan (2007) concerns whether a disparity in performance between the two STs will affect the predicted DT cost. Fortunately, this is an empirical question; by manipulating the relative difference in capacity across auditory and visual WM tasks, we can determine the consistency of each measure. In the following experiments, we aimed to compare the two types of analytical methods using a DT WM paradigm similar to that of Saults and Cowan (2007), in which participants had to maintain just one set of auditory stimuli (ST auditory), just one set of visual stimuli (ST visual), or both sets (DT). To eliminate contributions from sensory memory, we presented pattern masks similar to those used by Saults and Cowan (2007) during the WM retention interval. In Experiments 1 and 2, we demonstrate that DT cost estimates from the maximum capacity method (as used by Saults & Cowan, 2007) are affected by the disparity in ST capacity, whereas cost estimates from the normalized measures are not. Such results help validate the theoretical assumptions of normalized measures and suggest that the maximum capacity method may, at least in some instances, overestimate DT cost.

In addition to comparing methods for measuring WM capacity, in the present study, we aimed at using these methods to assess whether DT performance is limited by a single, amodal WM store, as suggested by Cowan and colleagues (Saults & Cowan, 2007), or by two independent and modality-specific stores. The results of the first two experiments indicate that auditory and visual WM do not tap into a single limited-capacity process, nor do they indicate that they tap into entirely separate capacity-limited processes. Instead, the results reinforce our previous claim that WM maintenance is assisted by both central and modality-specific processes (Fougnie & Marois, 2006). Moreover, the results of Experiment 3 clarify one source of central capacity limitation, and that is the recruitment of common attentional processes to maintain bound featural information in WM (Fougnie & Marois, 2009; Wheeler & Treisman, 2002).

**Experiment 1**

Saults and Cowan (2007) had participants concurrently perform auditory and visual WM tasks and found that combined DT capacity was not greater than the higher ST capacity (visual task). Our goal in Experiment 1 was to replicate their findings, including the disparity in ST visual and auditory performance. We predicted that the maximum capacity method would show no intermodal savings. The key question is whether measures that normalize costs to each task’s ST capacity would also fail to show intermodal savings. If so, this would provide converging evidence for Saults and Cowan’s claim that WM capacity is limited by a single, amodal store. If, on the other hand, normalized measures reveal intermodal savings, this would suggest that the maximum capacity method overestimates DT cost when there is a disparity in ST performance.

In the visual WM task, participants had to remember the color and location of four squares briefly presented on a computer screen. With such a task, participants are generally able to store three to four items ( Luck & Vogel, 1997; Todd & Marois, 2004; Vogel, Woodman, & Luck, 2001). For the auditory WM task, participants were presented with four digits, each spoken in a different voice (two distinct male voices, two distinct female voices) and asked to remember the numerical value of and speaker identity for each digit. In a pilot study with eight participants, we found that this task had a capacity of about two items, similar to the ST auditory WM task used by Saults and Cowan (2007).

**Method**

**Participants.** Twelve young adults (4 male, 8 female) between the ages of 18 years and 25 years (mean age 20.4) participated for course credit or monetary reward.

**Stimuli.** Colors for the visual WM task were blue, green, red, or yellow, without replacement. The squares subtended 1.4°, and they were presented at horizontal and vertical axes positions that were 2.9° from fixation (Figure 1A). Visual pattern masks (1.4°) were formed by presenting a multicolored square (with four colored stripes, randomly assigned from the visual WM color set) at the four stimulus locations. Auditory WM stimuli were drawn from the digits 0–9, without replacement. Each digit was randomly assigned a distinct voice (from a set of two male and two female voices), with each audio file lasting 300 ms. Masks for the auditory WM task were formed by layering the 40 audio files. The mask sound was 300 ms in duration and was presented four times during the 1,200 ms mask interval.

**Procedure.** Prior to the main experiment, participants completed a practice session of 32 ST and DT trials that served to familiarize them with the tasks. In the main experiment, participants performed one ST auditory, one ST visual, and two DT blocks, with 40 trials in each block. Block order was counterbalanced across participants with the restriction that DT blocks were
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2 In Fougnie and Marois (2006), we did not average $\Delta K$ across tasks. We chose to average across tasks here so that it would be a measure of the average capacity decrease between ST and DT conditions.
performed consecutively. In ST trials, both the auditory and visual WM samples and masks were still presented to minimize perceptual differences between ST and DT conditions. However, the participants were instructed to encode only the task-relevant modality, and only that modality was probed. In DT trials, participants were tested on either the auditory or the visual WM sample. Because the tested modality was assigned on a per trial basis on DT trials, participants had no way of knowing which modality would be tested and, therefore, were required to maintain both samples until the probe appeared.

A trial began with the presentation of a fixation dot located in the center of a gray background presented on the computer screen. Participants were instructed to keep their gaze centered on the fixation for the duration of a trial. Presentation of the WM stimuli began 1,000 ms after fixation onset. Participants heard four digits over headphones spoken at a rate of 300 ms/item. Concurrent with digit presentation, four colored squares were presented, and they remained onscreen for 1,200 ms. A retention interval lasting 2,000 ms followed the WM sample presentation. Auditory and visual masks were presented 400 ms into the retention interval, with a 1,200 ms duration. Following an additional 400 ms of retention, a single-item change detection probe was presented. The visual WM probe was a colored square that was either in the same location as in the sample display or in one of the three other locations. The auditory WM probe (300 ms) was a digit from the sample spoken either in the same voice or in one of the three other voices. Participants indicated whether the probe item matched the sample (50% probability) by pressing one of two keys with their right hand. Accuracy was stressed, and participants were under no time pressure to respond. The visual WM probe remained onscreen until a response was recorded. A 200 ms intertrial interval period separated trials.

Our experimental design was similar to that of Saults and Cowan’s (2007), with the following modifications. In Saults and Cowan’s study, the auditory stimuli were presented simultaneously from four different speakers. In the current study, we opted for sequential presentation of the auditory stimuli during visual WM array presentation. This should minimize perceptual confusability of the digits during encoding and preclude common spatial representation across the visual and auditory tasks from being a confounding source of DT interference while still allowing a concurrent presentation of auditory and visual information. Saults and Cowan’s experiments manipulated the set size of the visual WM array (four or eight items). Because this set size manipulation did not impact their DT cost, the current study only used a set size of four. Also, the current study used a single-item probe in contrast to the whole probe display used by Saults and Cowan. The single-item probe minimized decision error and allowed us to probe participants on their storage of color–location pairings. On trials that required a different response, the response probe was an item from the sample presented in the wrong location or spoken in the wrong voice. Finally, in DT trials, we only probed participants on one of the two tasks to ensure that any DT cost was not due to additional retrieval cost (Cowan & Morey, 2007).

Results

Task capacity ($K$; Figure 2A, left) was calculated from accuracy data with Cowan’s (2001) modification of Pashler’s (1988) for-
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Figure 2 (opposite).
mula: \( K = (\text{hit rate} + \text{correct rejection rate} - 1)^{+} \times \text{set size}. \) Only analyses on \( K \) are reported here to be consistent with Saults and Cowan (2007), although analyses of variance (ANOVAs) were quantitatively the same whether \( K \) or change detection accuracy was the dependent measure because \( K \) is a linear transform of accuracy when there are equivalent numbers of same and different trials and set size is not varied (Morey & Cowan, 2005). Capacity data were entered in a within-subjects ANOVA with the factors of task modality (visual or auditory) and task condition (ST or DT). There was a main effect of modality, \( F(1, 11) = 55.37, p < .001, \) with visual WM having a higher capacity than auditory WM, and a main effect of task condition, with higher capacity in ST trials than in DT trials, \( F(1, 11) = 22.31, p < .001. \) There was no interaction between modality and task condition, \( F(1, 11) = 0.29, p = .6. \)

These results replicate two major aspects of Saults and Cowan (2007). First, in their study, the capacity for visual WM was nearly twice that of auditory WM capacity. This was also the case in the present study, as a paired \( t \) test found that ST visual WM capacity (3.73) was significantly higher than ST auditory WM capacity (2.23), \( t(11) = 8.03, p < .001. \) Second, the ANOVA results showed clear evidence of DT cost. We then used several methods to measure the amount of DT cost and determine whether it was indicative of a single, shared capacity across modalities.

**Maximum capacity method.** The maximum capacity method tests whether combined auditory and visual DT capacity is greater than the ST with the higher capacity. This was not the case. A paired \( t \) test found that combined DT capacity (4.11) was not greater than ST visual capacity (3.73), \( t(11) = 1, p = .33, \) thereby providing evidence against intermodal savings, in accordance with Saults and Cowan’s (2007) study.

**Normalized measures.** The average capacity comparison revealed that DT capacity (4.11) was greater than average ST capacity (2.98), \( t(11) = 3.11, p < .001, \) which is suggestive of significant intermodal savings. Similar results were found with the \( \Delta K \) computation, which measures the average percentage decrease in each task’s DT capacity relative to its ST capacity (see Equation 1). With this measure, if two tasks tap into the same capacity-limited process, a \( \Delta K \) of 50% is expected (see Fougnie & Marois, 2006, Experiment 2),\(^4\) whereas if two tasks share no capacity, the \( \Delta K \) should be 0. We found a \( \Delta K \) of 34% (Figure 2A, right), which is significantly lower than 50%, \( t(11) = 2.37, p = .04, \) thus revealing significant intermodal savings. However, \( \Delta K \) was also significantly greater than zero \( (p < .001) \), suggesting sizable competition for storage between the two WM arrays.

**Discussion**

Significant DT cost was observed in Experiment 1 when participants had to concurrently perform an auditory and a visual WM task. The maximum capacity estimate (Saults & Cowan, 2007) of DT cost showed no evidence of intermodal savings, consistent with the predictions of a single, shared capacity across modalities (Cowan, 2001, 2006). In contrast, quantification of DT cost with normalized metrics showed that the cost was less than was predicted by a single, shared capacity. We hypothesize that this discrepancy results from the maximum capacity method overestimating DT interference when there is a large disparity between the ST capacities of the two tasks. This hypothesis predicts that making the ST capacities across tasks equal will affect the maximum capacity method but not the normalized metrics, such that all measures will now show evidence of intermodal savings.

To test this prediction, in Experiment 2, we paired the auditory WM task of Experiment 1 with visual WM tasks that had a ST capacity similar to the auditory WM task. Visual WM tasks that require storage of complex stimuli show reduced change detection performance and lower estimates of capacity (Alvarez & Cavanagh, 2004; Todd, Han, Harrison, & Marois, 2011). Although the explanation for these lower capacity estimates is a matter of debate (Alvarez & Cavanagh, 2004; Awh, Barton, & Vogel, 2007; Barton, Ester, & Awh, 2009; Eng, Chen, & Jiang, 2005; Jiang, Shim, & Makovski, 2008; Luria, Sessa, Gotler, Jolicouer, & Dell’Acqua, 2010; Scolari, Vogel, & Awh, 2008), there is clear evidence that increasing the complexity of representations reduces visual WM accuracy and, therefore, measured \( K \) values. For example, Alvarez and Cavanagh (2004) found that WM capacity for colored squares was 4.4, whereas capacity for complex polygons was 2.0. In addition, there is evidence that WM capacity for faces is around two items (Curby & Gauthier, 2007; Eng et al., 2005; Todd et al., 2011). Hence, Experiments 2A and 2B paired auditory WM for digits with visual WM for polygons and faces, respectively, as the WM capacity for the latter two object categories appear to be similar to that of our auditory WM task (see Figure 2A).

**Experiment 2A**

**Method**

A separate set of 12 young adults (six male, six female) between the ages of 18 years and 23 years (mean age 20.3) participated for course credit or monetary reward. The color WM task was replaced with a visual WM task that required participants to memorize the shape of complex polygons. A set of 10 eight-sided polygons were randomly generated, such that their spatial extent did not exceed a 1.6° \( \times 1.6° \) area. Polygons had a solid white color and were presented against a gray background. None of these polygons resembled any familiar shapes. Every trial, four random polygons were assigned to one of the four visual WM locations (see Experiment 1) without replacement. Participants were instructed to remember the pairing of shape and location. If the visual array was tested, the single-item probe was a polygon from the sample array presented at the correct location or one of the other possible locations (each outcome was equally likely). Participants made an unspeeded response to indicate whether the shape and location matched. Visual masks were constructed by layering the outline of the 10 polygons (Figure 1B) and presenting this stimulus at all four visual WM locations for the 1,200 ms mask duration. In all other respects, this experiment was the same as Experiment 1.

\(^3\) All \( t \) tests were two tailed.

\(^4\) By comparison, when Equation 1 was applied to Fougnie and Marois’ (2006) Experiment 2, which required storage of two visual WM tasks, a \( \Delta K \) value of 51% was observed, consistent with a complete division of resources between the two VWM tasks.
Results and Discussion

Capacity data (Figure 2B, left) were entered into a within-subjects ANOVA with the factors of modality (visual or auditory) and task condition (ST or DT). The effect of modality was marginal, $F(1, 11) = 3.31, p = .1$, with a trend for higher capacity for the auditory stimuli than for the visual stimuli. This marginal effect appears to be influenced by the data in the DT condition because there is no difference in capacity between ST auditory (2.45) and ST visual (2.22) WM capacity (paired $t$ test, $p = .34$), suggesting that unlike Experiment 1, ST capacity is equated in the current study. The ANOVA also revealed a higher capacity for ST trials than DT trials, $F(1, 11) = 18.76, p = .001$. The interaction between modality and task condition was not significant, $F(1, 11) = 0.55, p = .47$.

In contrast to the results of Experiment 1, the maximum capacity method provided evidence for intermodal savings. Paired $t$ tests indicate that combined DT capacity (3.33) was greater than both auditory ($p = .005$) and visual ST capacity ($p = .001$). Intermodal savings were also found when DT cost was quantified with normalized measures. Combined DT capacity (3.33) was greater than average ST capacity (2.35), $t(11) = 4.11, p = .002$. In addition, $\Delta K$ (24%; Figure 2B, right) was significantly lower than 50%, $t(11) = 3.16, p = .001$ (and significantly above zero) $t(11) = 2.94, p = .013$. Thus, as predicted, the maximum capacity method no longer shows evidence for a single, shared capacity across modalities when ST WM capacity was equated. Instead, it converges with the normalized measures in showing evidence of intermodal savings.

Experiment 2B

Experiment 2A differed from Experiment 1 in two ways: The capacities for the two STs were matched, and the visual WM stimulus set involved complex polygons instead of colored squares. An additional experiment was conducted to show that the findings of Experiment 2A generalize to a different stimulus set. Experiment 2B has face stimuli for the WM task because this stimulus set has also been shown to have a capacity of around two items (Curby & Gauthier, 2007; Eng et al., 2005).

Method

A separate set of 18 young adults (eight male, 10 female) between the ages of 18 years and 28 years (mean age 20.6) participated for course credit or monetary reward. Except for the stimuli, the design of Experiment 2B was identical to that of Experiment 2A. The visual WM stimuli were 10 male faces obtained from the Max-Planck face database (Troje & Bülthoff, 1996). These images were presented in grayscale, against a white background and subtended 1.6° × 3.2° degrees of visual angle. Four random faces were selected per trial, without replacement, to occupy one of the four stimulus locations. A mask was formed by averaging the luminance values of each pixel across the 10 face stimuli (Figure 1B). This mask was presented at each of the four stimulus positions for the duration of the 1,200 ms mask interval.

Results and Discussion

Capacity data (Figure 2C, left) were entered in a within-subjects ANOVA with the factors of modality (visual or auditory) and task condition (ST or DT). There was no main effect of modality, $F(1, 17) = 0.23, p = .64$: Both ST auditory and visual WM capacity were 1.8 items. There was a main effect of task condition revealing that ST trials had a higher capacity than did DT trials, $F(1, 17) = 21.07, p < .001$. The interaction between modality and ST or DT condition was not significant, $F(1, 17) = 0.16, p = .69$.

The maximum capacity method provided evidence for intermodal savings: Paired $t$ tests indicate that combined DT capacity (2.51) was greater than both ST auditory and visual WM capacity ($p < .01$). Similarly, the average capacity comparison revealed that DT capacity was also greater than the average ST capacity (2.33), $t(11) = 4.1, p = .004$. When DT cost was quantified with the $\Delta K$ method, there was also evidence for intermodal savings: The $\Delta K$ (24%; Figure 2C, right) was significantly lower than 50%, $t(17) = 2.69, p = .01$. These results replicate the findings of Experiment 2A with a distinct stimulus set and strongly suggest that the differences in results between Experiment 1 and Experiment 2 are due to the change in ratio of ST capacities rather than stimulus-specific factors.

Together with Experiments 1 and 2A, the results of this experiment point to two principal conclusions. First, normalized metrics are a more reliable measure of DT cost than is the maximum capacity method because they are not affected by unequal ST capacities. Differences in ST capacity can bias DT metrics that assume equivalency of storage units across tasks, and such differences may account for Saults and Cowan’s (2007) finding of no intermodal savings. The second conclusion is that intermodal savings can be reliably detected, regardless of which analysis metric is used, a finding that suggests that auditory and visual WM tasks draw on at least partially dissociable storage systems.

Although the DT cost reported in the present study is significantly less than that predicted by a single, shared capacity limit across modalities, the cost is still larger than the DT cost reported in similar studies (e.g., Cocchini et al., 2002; Fougrie & Marois, 2006; Morey & Cowan, 2004). What could account for the relatively large DT cost in the present study? In Experiment 3, we investigated the possibility that such cost could originate from the requirements for the maintenance of bound representations of task-relevant features into integrated objects. In Experiments 1 and 2, participants were required to remember color–location and digit–voice pairings. Similarly, in Saults and Cowan’s (2007) experiments, colors and digits could appear more than once in a WM sample, and therefore, participants would be encouraged to maintain color–location and digit–voice bindings in order to identify all potential changes (Vogel et al., 2001). Given that attention has been considered a central, capacity-limited process (Cowan, 1995) and that there is evidence that it is involved in maintaining feature bindings in WM (Brown & Brockmole, 2010; Fougrie & Marois, 2009), it is possible that at least some of the DT cost in the present study resulted from limited central resources required for the maintenance of bound representations in WM (Depoorter & Vandierendonck, 2009; Oberauer & Lange, 2009; Wheeler & Treisman, 2002). That is to say, we hypothesized that the concurrent storage of modality-independent stimuli in largely independent WM systems may take place with little or no interference as long as the tasks do not engage additional common capacity-limited processes (Dutta, Schweickert, Choi, & Proctor, 1995; Navon, 1984; Navon & Miller, 1987).
To test this possibility, we measured in Experiment 3 the amount of DT cost when the WM tasks did not involve feature binding of stored representations. This experiment combined a visual WM task for the identity of colored squares presented sequentially at fixation with an auditory WM task for the identity of auditory tones presented sequentially over headphones. The WM stimuli differed from each other only in the task-relevant feature, thereby eliminating any potential benefit for storing bound representations. We predicted that there would be significantly less DT cost in this experiment than in Experiment 1.

Experiment 3A

Method

A separate set of 12 young adults (four male, eight female) between the ages of 19 years and 24 years (mean age 20.8) participated for course credit or monetary reward in Experiment 3A.

A pilot study on eight participants showed that ST capacity for the auditory and visual WM tasks was greater than four but was no higher than six. Therefore, the set size for each task was increased from four in Experiment 1 to six in Experiment 3A. The visual WM stimuli were six colored squares (1.4°) presented sequentially at fixation for 300 ms/item. Sample display colors were randomly selected from blue, orange, purple, brown, dark green, black, white, yellow, light blue, pink, light green, or red without replacement. To prevent sensory memory from presentation of the sample items to carry over during working memory retention and affect WM performance, we followed the sample colors at fixation with a multicolored pattern mask resembling that of Experiment 1, except that it contained 12 distinctly colored stripes. As in Experiment 1, the mask was presented 400 ms into the retention interval, with a 1,200 ms duration. Participants indicated whether the single-item visual WM probe was the same color as one of the sample items (50% likelihood). The auditory WM task consisted of a series of six tones (300 ms) presented sequentially over headphones. The tones were selected, without replacement, from a set of 12 possible tones with frequencies varying from 220–1,100 Hz, in 80 Hz steps. A tone mask was formed by layering all tone stimuli and was presented for the entire 1,200 ms mask interval. Participants indicated whether a single-item probe tone was the same frequency as one of the sample items (50% likelihood). Note that the auditory and visual samples were presented concurrently, such that a colored square was on screen for the duration of a single tone stimulus. In other respects, this study was the same as Experiment 1.

Results and Discussion

Capacity data (Figure 2D, left) were entered in a within-subjects ANOVA with the factors of modality (visual or auditory) and task condition (ST or DT). There was a marginal effect of modality, \( F(1, 11) = 3.84, p = .07 \). However, this effect appears to be influenced by performance in DT conditions. Indeed, there is no difference between ST auditory (3.53) and ST visual (3.60) WM capacity (paired \( t \) test, \( p = .89 \)). Therefore, the auditory and visual WM tasks were matched for capacity. Most important, and unlike Experiments 1 and 2, there was no longer evidence of DT cost because the ANOVA revealed that ST trials did not have a higher capacity than did DT trials, \( F(1, 11) = 2.6, p = .13 \). There was a significant interaction between modality and ST or DT condition, \( F(1, 11) = 4.8, p = .05 \), driven by the fact that although auditory and visual ST performance was equivalent, there was a difference in auditory (2.4) and visual (3.8) DT performance.

The maximum capacity method provided evidence for intermodular savings: Paired \( t \) tests indicate that combined DT capacity (6.18) was greater than both auditory and visual ST capacity (\( ps < .005 \)). Correspondingly, combined DT capacity was also larger than the average ST capacity (\( p < .001 \)). Intermodal savings were also found when DT cost was quantified with the \( \Delta K \) measure: The \( \Delta K \) (5%; Figure 2D, right) was lower than 50%, \( t(11) = 5.05, p < .001 \). Indeed, because \( \Delta K \) was not significantly above zero, \( r(11) = 0.49, p = .64 \), and the ANOVA results found no difference between ST capacity and DT capacity, there is no evidence of DT cost in the present study. However, this latter conclusion is based on a null finding that trended in the direction of showing DT cost, and it is therefore possible that they could have reached significance with a larger sample size. Nevertheless, we can affirm that there is less DT cost in Experiment 3 than in Experiment 1: A between-subjects ANOVA with the factors of experiment (Experiment 1 vs. Experiment 3A), task condition (ST or DT), and modality (visual or auditory) found that there was a greater effect of task condition in Experiment 1 than in Experiment 3A, \( F(1, 11) = 6.36, p = .02 \). Also, an independent samples \( t \) test on \( \Delta K \) values across studies found that \( \Delta K \) was lower in the current study, \( t(22) = 2.63, p = .01 \). Because the main distinction between these two experiments was the requirement to form and maintain integrated representations, this result suggests that interference between auditory and visual arrays in Experiment 1 may have been largely due to the costs associated with the maintenance of feature bindings (Depoorter & Vandierendonck, 2009; Fougnie & Marois, 2009; Oberauer & Lange, 2009; Wheeler & Treisman, 2002).

Thus, caution is necessary in the use of a DT paradigm to assess interference between auditory and visual WM loads: Cross-modal storage costs may be overestimated if there is processing overlap between the tasks.

Unlike in Experiment 1, in which all the color stimuli were presented simultaneously at different locations, Experiment 3A presented the color stimuli sequentially at fixation. Sequential presentation was adopted here to prevent participants from implicitly binding the color–location pairings. However, it is possible that the sequential presentations of colored stimuli, which coincided with the sequential presentations of the auditory tones, allowed participants to encode and store multimodal objects. Moreover, this procedural modification also complicates the interpretation of the cause(s) of the differences in the results between Experiment 1 and Experiment 3A. To provide further evidence that it was the elimination of the need to store bindings—rather than other methodological differences—that was the source of the reduced DT cost between these two experiments, we conducted an additional study on six volunteers that paired a visual working memory task for six colors presented simultaneously along an imaginary circle around fixation, with an auditory working memory task for the identity of six sequentially spoken digits (total visual and auditory stimulus presentation duration was the same at

\[5\] We thank Nelson Cowan for this suggestion.
Aside from the large cost to auditory WM caused by the articulatory suppression task, the results appear remarkably similar to those of Experiment 3A. To directly compare the two studies, we entered the capacity data from both studies into a between-subjects ANOVA with factors of articulation (absent vs. present), modality (visual or auditory), and task condition (ST or DT). There was a main effect of modality, $F(1, 11) = 17.05, p < .001$, with participants having lower capacity for the auditory WM task than for visual WM task. Interestingly, the main effect of task condition was significant, $F(1, 11) = 4.34, p = .05$, suggesting that the lack of significant DT cost when Experiments 3A and 3B were analyzed separately was due to low sample sizes. There was also a main effect of articulation, $F(1, 11) = 11.13, p = .003$, with worse performance during articulation. More important, there was no interaction between task condition and articulation, $F(1, 11) = 0.09, p = .76$, indicating that the amount of DT cost did not differ across the two studies.

To test whether the current study still showed significantly less DT cost than in Experiment 1, even after minimizing the potential for subvocal rehearsal, the task capacities for Experiment 1 and Experiment 3B were entered in a between-subjects ANOVA. Critically, there was an interaction between study condition and task condition (ST versus DT), $F(1, 22) = 6.25, p = .02$, revealing that even under conditions of articulatory suppression, there is still less DT cost when participants are not required to integrate multiple features into a single object.

The capacity results of Experiment 3B suggest that articulatory suppression cannot explain the negligible DT cost in Experiment 3A, compared with Experiment 1. Also, because an equivalent amount of DT cost was observed regardless of whether the experimental conditions deterred subvocal rehearsal, we can conclude that even if participants were engaging in this strategy, it was not allowing them to minimize their load in DT conditions.

Consistent with the capacity results, the maximum capacity analysis revealed greater DT capacity than the higher ST capacity ($p = .004$), therefore hinting at intermodal savings. Unfortunately, the $\Delta K$ measure could not be applied to the present study because the auditory WM performance was too low: When performance nears chance level, variance in task performance has a much greater effect on the measure. For the several participants who had ST auditory $K$ values near zero, differences in measured DT capacity would consequently translate into very large changes in capacity. Indeed, the 95% confidence intervals for auditory $\Delta K$ values ranged from a 155% drop in capacity to a 111% increase in capacity. These values are well outside the range of theoretically meaningful values.

### General Discussion

What is the nature of our limited storage capacity in WM? The current experiments explore whether these limits arise from a single, central capacity (Cowan, 1995, 2001, 2006; Saults & Cowan, 2007) or whether there are distinct subsystems for auditory and visual information (Baddeley, 1986; Baddeley & Hitch, 1974; Baddeley & Logie, 1999). This question was addressed with a DT approach in which participants were required to concurrently store auditory and visual arrays in WM. Past studies have yielded widely different estimates of DT cost, with some suggesting strong divergence in limitations across modalities (Cocchini et al., 2002;
Scarborough, 1972) and others instead suggesting convergence of memory systems (Saults & Cowan, 2007). The present study hints at one potential explanation for these discrepancies in findings, and that is the way such costs are measured.

Decisions on how to measure WM costs reflect the theoretical assumptions of the structure of WM limits. Drawing on an object-based account of WM limitations, a recent article (Saults & Cowan, 2007) concluded that there was a single limit in the number of object representations that can be stored across modalities. This conclusion was drawn from the finding that combined DT capacity was no greater than the higher (visual) of the two ST capacities because that capacity sets the upper limit on the number of items that can be stored in WM if that store is used by both modalities. Saults and Cowan (2007) argued that performance limitations for the lower task capacity (the auditory task) likely originated during perception and, therefore, was not germane to WM capacity limitations. Thus, for this maximum capacity measure of DT capacity, the only aspect of interest is the maximum number of representations that can be maintained, and visual and auditory items are assumed to be of equal weight regardless of ST performance.

Very different conclusions about WM capacity are drawn, however, when assuming a resource-based account of WM. Such an account suggests that stimuli compete for limited resources and that the task performance per unit of this commodity will depend on performance in both ST conditions. Taking Saults and Cowan’s (2007) study as an example, it is possible that the lower performance for auditory WM occurred because each auditory WM item loaded more on WM’s resources than each visual item did (e.g., one auditory item’s resource load may have been equivalent to two visual items’ load). Were this to be the case, then one cannot estimate the DT capacity of a single central WM store by ignoring the load imposed by one of the two tasks. The merit of taking into account both ST capacities is not unique to resource-based accounts of WM, however. Differences between ST capacities are also important in estimating the predicted DT capacity of object-based models if those differences arise during retention or post-tension stages of memory (Awh et al., 2007; Barton et al., 2009; Luck, 2008).

Accordingly, the measures of DT capacity that we propose treat disparities in performance between the individual tasks as relevant to the final DT estimates. First, we compared combined DT capacity to the average ST capacity. If differences in ST performance occur due to differences in the amount of a resource or process expended per unit of K performance, then evidence for at least partially distinct stores would be provided by higher combined DT capacity than the average ST capacity. This is because each task’s ST capacity indicates the number of items that can be stored with full WM capacity but, under the assumption of a common single store, only 50% of that capacity will be devoted to each task in DT condition, and therefore, DT capacity will not be higher than the sum of half of each ST’s capacity. A down side of this measure, however, is that it assumes that participants will allocate resources to both tasks evenly under DT conditions. Because of this limitation, we also measured the percentage decrease in DT capacity relative to each task’s ST capacity (i.e., ΔK, Fougnie & Marois, 2006). This measure is more resilient to differences in capacity allocation across tasks because it normalizes changes in capacity in DT conditions relative to each task’s ST capacity, but it is inappropriate for experiments in which performance is low or near chance level. Except for Experiment 3B, in which auditory WM was too low for the ΔK measure, both normalized measures converged on the same result.

To compare the validity of Saults and Cowan’s (2007) maximum capacity measure of WM with our normalized metrics (average capacity and ΔK methods), we manipulated the disparity between auditory and visual ST capacity between Experiment 1 and Experiment 2. The maximum capacity method pointed to a single, shared capacity for auditory and visual arrays in Experiment 1, but to at least partially dissociable capacities in Experiment 2, when ST capacities were equated across tasks. In contrast, the normalized measures found evidence for partially dissociable capacities regardless of the capacity disparity in ST conditions. Therefore, we conclude that the normalized measures are a more appropriate estimate of DT capacity than the maximum capacity metric. It is important, however, to emphasize that our conclusion that WM capacity is at least partly determined by modality-specific stores is based not just on the two normalized metrics but also on the maximum capacity metric, for all three measures reveal modality savings in Experiment 2, the experiment that had equivalent ST capacities.

We have recently argued that WM capacity is set both by task/modality-specific and central, amodal processing limitations (Fougnie & Marois, 2006). The principal finding of that study was that DT cost was significantly smaller than that predicted by a single, shared capacity limit across modalities. Consistent with this conclusion, here we show clear evidence for modality-specific contributions to WM capacity.

The modality-specific source of WM capacity may be self-sustaining neural activity (Funahashi & Inoue, 2000; Hebb, 1949) in brain regions specialized for the maintenance of a specific type of information (e.g., auditory or visual; Gruber & von Cramon, 2001, 2003; Kirschen, Chen, Schraedley-Desmond, & Desmond, 2005; Râma & Courtney, 2005; Romanski & Goldman-Rakic, 2002; Schumacher et al., 1996; Todd & Marois, 2004; Vogel & Machizawa, 2004; Xu & Chun, 2006). Such modality-specific contributions to WM may even reside in the sensory cortical regions that process visual or auditory perceptual inputs (Harrison & Tong, 2009; Serences, Ester, Vogel, & Awh, 2009). Moreover, the negligible interference observed between the auditory and visuospatial WM displays in Experiments 3A or 3B, when there were no demands for stored bound representations, suggests that such representations may be maintained largely independently of each other and without the need for a central, active rehearsal mechanism (Washburn & Astur, 1998). This possibility is consistent with neurocomputational models that suggest that representations can be sustained by recurrent excitation in a neural network in the absence of top-down signals (Hopfield, 1982; Amit, Brunel, & Tsodyks, 1994).

In addition to modality-specific WM processes, our study also provides evidence for amodal sources of WM capacity because we observed significant DT cost in Experiments 1 and 2. What is the source of this DT cost? Experiment 3 suggests that one source of interference occurs when two WM tasks overlap in other capacity-limited processes, such as in the requirement for binding feature representations in WM. Significantly more DT cost was observed when the WM tasks required participants to encode integrated objects (Experiments 1 and 2) than when individual features were
tested (Experiment 3). These results are consistent with the finding that maintenance of integrated representations in WM requires constant attention (Brown & Brockmole, 2010; Fougnie & Marois, 2009; but see Allen, Baddeley, & Hitch, 2006; Johnson, Hollingworth, & Luck, 2008), which may be of central origin. The present results also serve a cautionary note about how critical it is for DT paradigms to eliminate sources of interference ancillary to the process of interest (Cowan & Morey, 2007; Navon, 1984).

The notion that costs between auditory and visual arrays may occur due to overlap in nonmnemonic processes is consistent with the multicomponent model, which suggests that a central executive may be involved in coordinating two tasks (Baddeley, 2000; Baddeley & Logie, 1999; Cocchini et al., 2002) but that it is not directly involved in storing information in WM (Duff & Logie, 2001). To be sure, the current study cannot rule out the contribution of an amodal WM system capable of storing both auditory and visual information, as evidenced by the small DT cost in Experiment 3. However, our findings clearly suggest that an amodal WM store cannot be the sole, or even primary, factor in limiting capacity on auditory and visual WM tasks, as advocated by the embedded process model (Cowan, 1995, 2001, 2006; Saults & Cowan, 2007). That being said, our findings do agree with the embedded process model in one respect—the involvement of attention. But, whereas the embedded process model proposes that central storage in WM is set entirely by an amodal attentional capacity, we suggest that attention’s capacity-limiting contribution to cross-modal WM may largely consist in the maintenance of integrated object representations.

References


Fougnie, D., & Marois, R. (2009). Attentive tracking disrupts feature...


Received August 6, 2010
Revision received May 17, 2011
Accepted May 29, 2011