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The concurrent-memory-load technique identifies attention demands with
interactions between reaction-time-task parameters and the size of the load
on memory. Three experiments are reported in which a multiple-choice,
reaction time task involving two, four, and eight stimulus-response (S-R)
alternatives was performed alone and in the retention interval of a short-term-
memory task involving ordered recall of eight digits. In Experiment 1,
assignment of stimulus letters to response buttons (S-R mapping) was con-
sistent for 6 days but varied on the seventh. Memory load and number of
alternatives interacted early in practice, but the interaction diminished over
days, and the effects were additive on Day 6. When the S-R mapping changed
on Day 7, the interaction returned. In Experiment 2, S-R mapping varied
daily for 6 days, and the interaction remained stable throughout practice. In
Experiment 3, S-R mapping was consistent for 6 days and varied on the
seventh, but the memory task was not introduced until Days 6 and 7. The
interaction between memory load and number of alternatives was stronger on
Day 7, after the mapping had changed, than it was on Day 6, after practice
with consistent mapping. The discussion focuses on the validity of the con-
current-memory-load technique and its relation to another method for measur-
ing attention and automaticity, and on the importance of practice with con-
sistent mapping and practice with dual-task conditions in the development of
automaticity.

In general terms, attention refers to a cen-
tral process that coordinates and controls
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performance in some task environment. Per-
formance is considered automatic to the ex-
tent that it is coordinated without attentional
control, and the development of automaticity
with practice refers to a transfer of control
from attention to reliable characteristics of
the task environment, The concurrent-mem-
ory-load technique has been offered as a
method for measuring attention and automa-
ticity, and the experiments reported here
were designed to evaluate it.

The technique assumes that the capacity
for attentional control is limited, that in prin-
ciple attentional capacity can be shared by all
tasks and task components, and that atten-
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tional capacity is largely responsible for the
limitations on short-term-memory perform-
ance. It follows that loading memory will re-
duce the capacity available to a task and in-
terfere with performance to the extent that
the task requires attentional capacity. A task
of interest is performed both by itself and in
the retention interval of a concurrent short-
term-memory task. When reaction time is
the major dependent variable, rather general
predictions can be made: The attention de-
mands of components of the reaction time
task will be related to the magnitude of inter-
actions between parameters representing
those components and the size of the load on
memory; the larger the interaction, the
greater the attention demand. Automatic
components are assumed to demand no atten-
tion and so will be indicated by the absence
of interactions with memory load. The devel-
opment of automaticity with practice will ap-
pear as a transition {rom interaction to addi-
tivity (Egeth, 1977; Logan, 1978; also see
Baddeley & Hitch, 1974). The plan of this
article is to elaborate the assumptions so that
the predictions can be articulated in terms of
current theories of attention and to determine
whether the predictions (interaction, additiv-
ity, and a transition from interaction to addi-
tivity ) can be confirmed experimentally.
The assumptions that attentional capacity
is limited and can be shared by all tasks can
be interpreted in three ways: First, atten-
tional capacity may be the only limitation on
performance so that all capacity-limited tasks
share the same capacity (e.g., Broadbent,
1958; Moray, 1967). Second, attentional
capacity may be one of many capacities limit-
ing performance, distinguished by its func-
tion as an executive controller. Attentional
capacity is shared by all tasks in the sense
that all tasks require some degree of atten-
tional control (e.g., Kahneman, 1973; Mec-
Leod, 1977 ; Posner & Snyder, 1975). Third,
there may be many capacities limiting per-
formance, none of which is identified
uniquely with attention. A single attentional
capacity is not shared by all tasks. Instead,
control is heterarchic; different capacities
assume executive control in different tasks
(Allport, Antonis, & Reynolds, 1972; Treis-
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man, 1969; Turvey, 1977). The first view
can be ruled out on the basis of existing
data: There appear to be many independent
influences on performance, and each may be
viewed as a capacity limitation (e.g., the
processing stages described by Sternberg,
1969; also see Allport, 1971 ; Logan, 1976;
Shwartz, 1976; Treisman & Davies, 1973).
The choice between the second and third
views (i.e., the choice between a single -ex-
ecutive and heterarchic control) is important
in interpreting data obtained with the con-
current-memory-load technique since heter-
archic control violates the assumption that
all tasks share one capacity. The issue may
be hard to settle empirically, and an attempt
to do so is beyond the scope of this article.
But since short-term memory seems im-
portant in a wide variety of tasks (e.g., Bad-
deley & Hitch, 1974 ; Chase & Simon, 1973;
Graesser & Mandler, 1978; Hitch, 1978;
Wanner & Shiner, 1976), the distinction be-
tween a single executive and heterarchic con-
trol may be more apparent than real; at
worst, the technique may assess one of the
more commonly used capacities for control.

A more immediate concern is the implica-
tion of both views that more than one ca-
pacity may contribute to the effect of a single
manipulation of load. If the dependent vari-
able is reaction time, the capacities involved
may be revealed by analyzing interactions
between effects: Variables that reflect a com-
mon capacity will interact, whereas variables
that reflect separate capacities will have addi-
tive effects. The capacities contributing to an
effect can be identified by determining which
variables the effect interacts with (Stern-
berg, 1969). For this reason, interactions
with memory load are used to identify vari-
ables that reflect the attention demands of a
task.

The use of a concurrent short-term-mem-
ory task to vary the load on capacity rests
on the assumption that short-term retention
is limited by attentional capacity and on some
empirical considerations. The assumption de-
rives from a historical association between
attention and short-term retention (Daniels,
1895 ; James, 1890), which endures in mod-
ern theory (Atkinson & Shiffrin, 1968;
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Broadbent, 1958; Kahneman, 1973 ; Waugh
& Norman, 1965). A limited capacity for
activation is a performance assumption fre-
quently shared by theories of memory and
theories of attention; theories that identify
short-term memory with the activation of
permanent memory (J. R. Anderson, 1976;
Baddeley & Hitch, 1974 ; Craik & Lockhart,
1972) go hand in hand with theories that
identify attentional control with the selective
activation of key processing structures
(Kahneman, 1973; Norman, 1968; Posner
& Snyder, 1975; Shallice, 1972). The con-
current-memory-load technique makes ex-
plicit the assumption that the capacities are
one and the same.

Four empirical considerations support the
use of a concurrent short-term-memory task
to load attention. First, the dual-task design
allows the amount of attention available to
be varied (i.e, by varying the demands of
the concurrent task) without changing condi-
tions of the task in question so that the pos-
sibility that loading has created a new task
is reduced. Second, retention requires no
overt perception or response so that interpre-
tations based on overloading nonattentional
peripheral capacities can be ruled out a priori
(e.g., Vroon, 1973). However, it must still
be assumed that the tasks share no central
capacity other than attention. Third, typical
retention intervals are substantially longer
than typical reaction times, so the technique
can be used to test a wide variety of tasks
with only minor changes in procedure.
Fourth, as mentioned earlier, short-term re-
tention has been shown to interfere with a
wide variety of tasks and thus lends credibil-
ity to the assumption that it is involved in all
tasks.

It follows from these assumptions that
attention demands will be related to the
amount by which loading memory increases
reaction time (i.e., the difference between
dual-task and single-task reaction times).
For a given memory load, the effect will be
larger in conditions that demand more atten-
tion and smaller in conditions that demand
less. Thus, the relation between attention
demands and task conditions will be revealed
as an interaction between memory load and
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some parameter representing a dimension
along which conditions differ; a null inter-
action will indicate equal attention demands.
When variation in conditions reflects the
load on some specific task component, a null
interaction means that the component func-
tions automatically.

In summary, the concurrent-memory-load
technique rests on theory that predicts the
existence of particular patterns of data (in-
teraction and additivity) appearing in a par-
ticular order as a function of practice (inter-
action, then additivity), The validity of the
technique depends, in part, on whether the
predicted patterns appear in real data in the
predicted order,

Most studies that have used the technique
have found additivity, even at the beginning
of practice. Table 1 lists nine parameters
whose effects on reaction time have been
shown to be additive with respect to memoty
load (Egeth, 1977; Logan, 1976, 1978, Note
1). By contrast, only three parameters have
been shown to interact with memory load:
First, Keele and Boies (1973) found an
interaction with stimulus predictability such
that more predictable stimuli suffered less
from loading than did less predictable stim-
uli. Second, Crowder (1967) found an inter-
action with spatial S-R compatibility in a
10-choice task such that more compatible
S-R mappings suffered less from loading
than did less compatible mappings. However,
Egeth (1977) could not replicate the inter-
action in a two-choice task. Third, Sternberg
(1969, Experiment 5) and Logan (1978,
Experiments 1 and 2) found interactions
with target-set size in a memory-search task
such that smaller target sets (i.e., those con-
taining fewer items) suffered less from load-
ing than did larger ones. The interactions in
memory search, however, have not replicated
well with concurrent activities other than
short-term retention; some experimenters
found interactions (Howard, 1975) and
others did not (Briggs, Peters, & Fisher,
1972; Griffith & Johnston, 1977). Thus, it
seems that the evidence for additivity is more
solid than the evidence for interaction, and
this is a problem.

Egeth (1977), having found nothing but
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Table 1

GORDON D. LOGAN

Parameters of Reaction Time Tasks Whose Effecis Have Been Shown To Be Additive With
Respect to Memory Load, Organized According to Their Influence on Hypothesized Stages

of Processing

Decision
Encoding Comparison type Response selection
Contrast® discriminability® yes—no
Brightnesst array size verbal S-R compatibility
Masking condition bar-marker-cue response type (vocal vs.
condition manual)

Note. S-R = stimulus-response.
s ogan, Note 1.
b Egeth, 1977.

additive effects in three stages of the same
task, suggested that interactions might never
occur. The memory-load effect, he argued,
might simply reflect the time required to
switch attention from the memory task to the
reaction time task, and this time might be
constant for all tasks. However, switching
time may not be constant, Switching atten-
tion may itself require capacity so that
switching time would increase with the de-
mands of both tasks (i.e., since less capacity
would be available to speed switching; see
Laabs & Stager, 1976 ; LaBerge, 1973 ; Proc-
tor & Fisicaro, 1977). If it were so, memory
load would interact with parameters that
represent variation in attention demand and
would have additive effects with parameters
that do not (i.e., parameters that reflect auto-
matic components; also see Logan, 1978).
Regardless, the problem posed by Egeth’s
suggestion would be resolved most satisfac-
torily hy convincing evidence of interaction.
Perhaps the most important prediction de-
rived from the assumptions underlying the
concurrent-memory-load technique is the
transition from interaction to additivity. It
identifies interaction and additivity as differ-
ent points on one dimension representing the
development of automaticity, and suggests
that the dimension itself might be a more
revealing object of study than any of the
points along it. In particular, to demonstrate
that a transition from interaction to additiv-
ity occurs under conditions that are believed
to be necessary and sufficient for the develop-
ment of automaticity would be an important
step toward the validation of the technique.

In other contexts, it has been argued that
extended practice on the same task is neces-
sary to produce automaticity (Bryan &
Harter, 1899; LaBerge & Samuels, 1974;
Solomons, 1899), Recently, Shiffrin and
Schneider (1977) suggested that the map-
ping or assignment of stimuli onto responses
must be consistent throughout practice if
automaticity is to develop, and they provided
impressive evidence in support of their posi-
tion, using a technique different from the
concurrent-memory-load procedure to access
automaticity. Alternatively, Neisser (1976)
and his colleagues (Spelke, Hirst, & Neisser,
1976) argued that in divided attention situa-
tions like the concurrent-memory-load pro-
cedure, practice with dual-task conditions is
necessary to produce automaticity, and they
showed that under some conditions it is at
least sufficient (but see Allport et al., 1972;
Bahrick, Noble, & Fitts, 1954).

To test these propositions and to establish
the existence of interactions convincingly, I
conducted three experiments to examine the
importance of practice with consistent map-
ping and practice with dual-task conditions
as factors affecting the development of auto-
maticity in a multiple-choice, reaction time
task. The multiple-choice task was employed
to broaden the range of tasks to which the
concurrent-memory-load technique had been
applied and to test a hypothesis derived in
earlier investigations (Logan, 1978) that
memory load interacts with parameters af-
fecting the amount of preparation required
for a task. In the context, preparation refers
to the recruitment and adjustment of exist-
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ing processing resources so that their com-
bined activity satisfies the demands of the
task (i.e., what must be kept in mind to per-
form correctly; see Doll, 1969; Klapp,
1976). Indeed, the parameters that interact
with memory load (stimulus predictability,
spatial S-R compatibility, and target-set
size) seem to affect the amount of prepara-
tion required, In the present experiments,
choice conditions involving more alternatives
were expected to require more preparation
and thus to produce larger memory-load
effects.

In each experiment, subjects performed a
multiple-choice task with two, four, and eight
S-R alternatives (letters mapped onto but-
tons) both by itself as a single task and in
the retention interval of a short-term-mem-
ory task that required ordered recall of eight
digits. Attention demands were expected to
be revealed as interactions between memory
load and number of alternatives; automatic-
ity was expected to be revealed by additive
effects ; and the development of automaticity,
by a reduction in the magnitude of the inter-
action with practice.

The first experiment was designed to dem-
onstrate that practice with consistent map-
ping and practice with dual-task conditions
together are sufficient conditions for auto-
maticity to develop. Subjects used the same
mapping of stimulus letters onto response
buttons for 6 days of practice, then switched
to a new mapping on the seventh day. Mem-
ory load and number of alternatives were ex-
pected to interact in the initial sessions, and
the interaction was expected to diminish with
practice until at some point the effects would
be additive. The change in mapping on the
seventh day was intended as a test of the im-
portance of practice with consistent mapping,
If such practice is a necessary condition for
the development of automaticity, perform-
ance with the new mapping should not be
automatic despite the practice with dual-task
conditions. Thus, the interaction between
memory load and number of alternatives
should be greater on Day 7 with the new
mapping than it was on Day 6 with the old
mapping. On the other hand, if practice with
consistent mapping is not a necessary condi-
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tion for the development of automaticity, per-
formance with the new mapping should be
just as automatic as performance with the
old; the interaction on Day 7 should be no
larger than the one on Day 6.

Practice with consistent mapping and prac-
tice with dual-task conditions were correlated
in the procedure of Experiment 1. Experi-
ments 2 and 3 were designed to remove the
correlation so that the separate effects of the
different conditions of practice could be eval-
uated.

The second experiment pitted practice
with dual-task conditions against practice
with varied mapping. Subjects practiced the
choice task for 6 days under single- and dual-
task conditions (i.e., no memory task vs. con-
current memory task), and the mapping of
stimulus letters onto response buttons
changed daily. If practice with consistent
mapping is necessary for automaticity to de-
velop, none should develop here; the inter-
action between memory load and number of
alternatives should remain stable throughout
practice. If, on the other hand, practice with
duval-task conditions is sufficient to produce
automaticity, performance should become
automatic ; the initial interaction should di-
minish over practice until additivity is at-
tained.

The third experiment pitted practice with
consistent mapping against practice in single-
task conditions. As in Experiment 1, subjects
practiced one S—-R mapping for 6 days, then
switched to a new mapping on the seventh,
Unlike Experiment 1, the concurrent mem-
ory task was not introduced until Day 6;
dual-task data were obtained only on Days 6
and 7. If practice with consistent mapping is
sufficient to produce automaticity, perform-
ance on Day 6 should be just as automatic
as it was after the same amount of practice
with consistent mapping in Experiment 1;
the effects should be additive. Further, if
such practice is necessary for automaticity to
develop, performance with the new mapping
on Day 7 should not be automatic ; the inter-
action on Day 7 should be greater than the
one on Day 6. On the other hand, if practice
with dual-task conditions is a necessary con-
dition for automaticity to develop, perform-
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Table 2

Letters, Mappings, and Sets of Mappings

Used in Choice Tasks

No. of stimulus-
response alternatives

Set 2 4 8
1 DT PSCL BFKHMRVX
2 TD SPLC FHBRKXMV
3 DN CLPS HRFXBVKM
4 ND LCSP KBMFVHXR
5 NT PCLS XVRMHKFB
6 TN LSPC VMXKRBHF

ance should not be automatic the first time
the memory task is introduced; the interac-
tion on Day 6 should be as strong as the
interaction on Day 1 of Experiment 1 when
the memory task was also introduced for the
first time, Moreover, performance with the
new mapping on Day 7 should be no less
automatic than performance with the old one
on Day 6; the interaction on Day 7 should
be no larger than the one on Day 6.

Since the three experiments were varia-
tions of the same procedure, they are de-
scribed in a single Method section, Depar-
tures from the general method are noted
where appropriate.

Method
Subjects

Each experiment used a different group of six
undergraduate students and laboratory staff from
Erindale College. In each experiment, three were
male and three were female. Subjects in Experi-
ments 1 and 3 served for seven 1-hour sessions, and
subjects in Experiment 2 served for six 1-hour ses-
sions. All subjects were paid for their participation
and were tested for each session within 1 hour of
the same time of day.

Apparatus and Stimuli

The choice task. The stimuli for the choice task
were black letters on a white field, rear-projected
onto a semiopaque screen by a carousel slide pro-
jector (Kodak Model 650H) equipped with a
tachistoscopic shutter (Uniblitz Model 26), under
the control of Grason-Stadler logic and timing de-
vices. A second projector, equipped with a tachisto-
scopic shutter from the same manufacturer, exposed
a black fixation point in the center of a white field
whenever the stimulus field was not exposed.
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The letters were made from black uppercase
Letraset (No. 1570) mounted in the center of 35-
mm glass slides. When projected on the screen and
viewed from a distance of 75 cm (a headrest was
used to maintain a constant viewing distance), each
letter subtended about .45° X .53° of visual angle.
From the subject’s viewpoint, the letters appeared
in the center of a white rectangular field which
subtended about 9.93° horizontally and 6.49° ver-
tically. The field was constructed by arranging
opaque masks on the back of the screen. The
luminance of the fixation and stimulus fields was
about 14 ftL.. (48 cd/m?).

The letters were exposed for 500 msec unless the
subject responded sooner. The apparatus was pro-
grammed such that a button-press response (re-
quired for the choice task) would remove the cur-
rent slide from the projector, advance the slide tray,
and insert the slide for the next trial. Thus, a but-
ton-press response with a latency less than 500 msec
would terminate the exposure of the current slide.
Since removing the current slide and inserting the
next one took about 1 sec, fast responses did not
allow a “preview” of the next slide.

The major variables in the choice task were the
number of S-R alternatives (two, four, or eight)
and the (six) different mappings of stimuli onto
responses. The stimuli were chosen from a set of 15
consonants; the responses were chosen from a set
of eight buttons. Eight consonants were assigned to
the eight-choice condition. Six different mappings
were constructed by selecting six permutations of
the eight consonants and assigning them to the
eight response buttons (i.e., the first consonant of
each permutation to the leftmost button, the second
to the next to leftmost, etc.; see Table 2). Sim-
ilarly, four of the remaining consonants were as-
signed to the four-choice condition, and six four-
choice mappings were constructed by selecting six
permutations of the four consonants and assigning
them to the response buttons. The three remaining
consonants were used in the two-choice condition.
Six mappings of two stimuli onto two responses
were constructed by permuting the three possible
combinations of two consonants from the set of
three and assigning each permutation and combina-
tion to the response buttons. Six sets of mappings
were constructed by combining one mapping from
each choice condition (two, four, and eight). The
letters and mappings used in each choice condition
appear in Table 2. The columns represent choice
conditions, and the rows represent the six sets of
mappings.

The response buttons were eight standard tele-
graph keys arranged in an arc, with the centers of
adjacent buttons separated by 4 cm. The buttons
were assigned compatibly to the four fingers of
each hand, and subjects rested their fingers on the
buttons before stimulus presentation. The eight-
choice condition used all eight buttons, the four-
choice condition used the middle four buttons
(which were assigned to the index and middle
fingers of each hand), and the two-choice condition
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used the middle two buttons (which were assigned
to the index fingers).

The memory task. The stimuli for the memory
task were lists of eight different digits. A different
list was prepared for each trial in each session. The
lists were tape recorded at a rate of .75 sec per
digit and were played back through a speaker in
front of the subject at a comfortable listening level.
A warning signal (“ready?”) preceded the first
digit in each list by 1.5 sec, and recall was signaled
by a 500-msec, 1000-Hz sine tone presented through
an adjacent speaker about 6 sec after the last digit
in each list.

Procedure

There were three types of trials: single-task
choice, single-task memory, and dual task. A dual-
task trial consisted of the following sequence of
events: (a) the presentation of a memory list, (b)
the exposure of a letter, (c) the subject’s response
to the letter, (d) the presentation of the tone to
signal recall, and (e) the subject’s recall of the
memory list. Single-task choice trials omitted
Events a, d, and e; single-task memory trials
omitted Events b and ¢ but kept the retention in-
terval the same as in dual-task trials.

Initially, and whenever it changed, subjects were
told the S—-R mapping that was relevant to each
block of trials. When a new mapping was intro-
duced, subjects learned it to a criterion of three
consecutive correct repetitions and then performed
16 practice trials on the reaction time apparatus be-
fore choice-task data were collected. Whenever they
were uncertain of the current mapping, subjects
were allowed to ask what it was. They were in-
structed to respond to the choice task as quickly
and as accurately as possible.

Subjects were told to recall the eight digits in
the order in which they were presented. They were
told that the memory task was more important than
the choice task and that they should optimize per-
formance on the memory task in all conditions.
Moreover, they were told the number of digits they
recalled correctly and the nature of their errors
immediately after each trial, but they were given no
feedback about speed or accuracy in the choice task.
These instructions and feedback conditions defined
the memory task as the primary task and the choice
task as the secondary task so that the bulk of the
dual-task interference would appear in the sec-
ondary, choice-task data (Posner & Boies, 1971;
Shulman & Fisher, 1972).

The three experiments were procedurally identical
except for the differences described below:

Experiment 1. Each subject in Experiment 1 re-
ceived one set of mappings (i.e.,, one row of Table
2) for six consecutive sessions. Each of the six sets
of mappings was assigned to a different subject.
Every subject returned for a seventh session to re-
ceive a new set of mappings selected from the rows
of Table 2.

Memory-load conditions were nested within choice
conditions and were balanced for order separately
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(see below). The order of the three choice condi-
tions (two, four, and eight alternatives) wvaried
across subjects each day (each of the six possible
orders was assigned to one subject) and within sub-
jects across days (each subject received the six pos-
sible orders in a different sequence, determined by
the rows of a balanced 6 X 6 Latin square). The
order of choice conditions on the seventh day was
the same as on the first.

Each session began with appropriate instructions,
followed by 12 single-task memory-trials, 144 single-
and dual-task choice trials (24 trials in each com-
bination of choice and single-dual task conditions),
and ended with 12 single-task memory trials. Sub-
jects completed one single-task and one dual-task
block of 24 trials in each choice condition before
moving on to the next. Each day, half of the sub-
jects had single-task blocks before dual-task blocks
(within each choice condition), and half had the
opposite. The order of single-task and dual-task
choice blocks alternated within subjects over days.

Experiment 2. Each subject in Experiment 2 re-
ceived a different set of S~R mappings (one row of
Table 1) each session for 6 days in an order deter-
mined by the rows of a balanced 6 X 6 Latin square.
The order of choice conditions and single-task and
dual-task blocks within choice conditions was bal-
anced within and between subjects as in Experiment
1. Note that the sets of S-R mappings and orders
of choice conditions were necessarily confounded
because of the small number of subjects (six). As
in Experiment 1, each session began with appropri-
ate instructions and 12 single-task memory trials,
followed by 144 single- and dual-task choice trials,
and ended with 12 single-task memory trials.

Experiment 3. This experiment was an exact
replication of Experiment 1 except that the memory
task was not introduced until the sixth session,
Until then, each subject completed 144 single-task
choice trials each day. The 144 trials were divided
into blocks of 24, and each subject completed two
blocks of 24 trials in each choice condition before
going on to the next, mimicking the single- and
dual-task procedure in Experiment 1. The sixth and
seventh sessions began with appropriate instructions,
followed by 12 single-task memory trials, followed
by 144 single- and dual-task choice trials, and ended
with 12 single-task memory trials, In Session 6,
subjects received the same mappings they had re-
ceived for the first five sessions; in Session 7, the
sets of mappings changed according to the proce-
dure of Experiment 1. The ordering of choice condi-
tions between and within subjects and sessions was
accomplished as in Experiment 1.

Data Analysis

Choice task. In all three experiments, each sub-
ject completed 24 trials in each combination of
choice-task and memory-load conditions each ses-
sion. The mean reaction time for correct responses
in each of these combinations was computed for
each subject. The scores were submitted to various
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three-way within-subjects analyses of variance, with
number of alternatives (two, four, or eight), mem-
ory load (zero or eight), and days as factors.

Three analyses were performed on the reaction
times from Experiment 1. The first included data
from all seven sessions; the second and third in-
cluded subsets of these data to provide comparisons
equivalent in power to comparisons made in Experi-
ments 2 and 3, respectively. The second included
data from Days 1-6 to assess the effects of practice
with memory load and consistent mapping. By ex-
cluding data from Day 7, these effects could be
seen directly in the interaction terms without fur-
ther computation. The third included data from
Days 6 and 7 to assess the effects of changing S-R
mapping after practice with memory load and con-
sistent mapping.

One analysis was performed in Experiment 2,
including data from all six sessions. Experiment 3
involved two analyses. One included data from
Days 1-5 to assess the effects of practice with con-
sistent mapping. The other included data from Days
6 and 7 to assess (a) the extent to which auto-
maticity had developed on Day 6 after practice with
consistent mapping but not memory load and (b)
the effects of changing S-R mapping after such
practice.

The error data were collapsed in the same manner
as the reaction times. The proportion of errors in
each combination of choice-task and memory-load
conditions was computed for each subject for each
session. In many conditions the error rates were too
low for statistical analysis (i.e., there were several
scores of zero, particularly in single-task condi-
tions), so none were attempted.

Memory task. In all three experiments, in those
sessions that involved the memory task, each subject
recalled 24 strings of eight digits in each choice-task
condition and 24 strings in two blocks of 12 trials
in the single-task condition, The single-task data
were collapsed across blocks, and the mean number
of digits recalled in correct order was computed for
each subject in each condition each day. These
scores were submitted to two-way within-subjects
analyses of variance, with conditions (0, 2, 4, or
8 concurrent S-R alternatives) and days as factors.

Three analyses were performed on the data from
Experiment 1, one including all the data, one in-
cluding data from Days 1-6, and one including
data from Days 6 and 7, complementing the three
analyses of the reaction time data. Experiment 2
involved one analysis which included data from all
six sessions, and Experiment 3 involved one anal-
ysis which included data from Days 6 and 7 (i.e.,
the only days on which the memory task was per-
formed).

Experiment 1

Results

Choice task. 'The mean reaction times in
each combination of choice and memory-load
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conditions are plotted® in Figure 1. Two
aspects of the data are relevant: (a) the pos-
sibility of a transition from interaction to
additivity, which would reflect the develop-
ment of automaticity, and (b) the possibility
of an increased interaction on Day 7 when
the mapping changed, which would reflect a
recovery of interference. Both effects are
apparent in the figure. First, the effects of
memory load were greater the larger the
number of alternatives (i.e., interacted) early
in practice, but this proportionality dimin-
ished over days. By Days 5 and 6, memory
load had the same effect for all numbers of
alternatives (i.e., the effects were additive).
Second, when the mapping changed on Day
7, the proportionality of effects returned;
memory load interfered more with the choice
task the larger the number of alternatives.
These effects were also apparent in the
statistical analyses. First, reaction time in-
creased with memory load, F(1, 5) = 43.11,
p < .01, and with number of alternatives,
F(2, 10) =47.65, p < 0L. The effects were
proportional early in practice, as reflected by
the two-way interaction between memory
load and number of alternatives, 7 (2, 10) =
11.02, p < .01, but the proportionality di-
minished over days, as reflected by the three-
way interaction between memory load, num-
ber of alternatives, and days, F(10, 50) =
298 p < .01. It was clear that the effects
were additive on Day 6. A contrast compar-
ing the memory-load effect in the eight-alter-
native condition with the effect in the two-
alternative condition on Day 6 produced an
F less than one whether the error term (de-
rived from the interaction between subjects,
memory load, number of alternatives, and

1In all three experiments, reaction times are
plotted as a function of the absolute number of
alternatives instead of the usual log. number of
alternatives (Hick, 1952; Hyman, 1953) because
the linear fit to the former was better than to the
latter. In Experiments 1, 2, and 3, respectively, the
linear fit accounted for 88%, 96%, and 86% of the
variance component associated with number of
alternatives, whereas the logs-linear fit accounted
for 85%, 94%, and 83%. Although the data deviate
from the Hick-Hyman law in each experiment, the
discrepancy is not large.
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days) came from the analysis of the data
from Days 6 and 7 or from the analysis of
all the data.

Second, there was evidence of a recovery
of interference on Day 7 when the mapping
changed. Interference on Days 6 and 7 can
be compared in the simple interaction be-
tween memory load, number of alternatives,
and days (Days 6 and 7), which was signif-
icant in the analysis of data from all seven
sessions, F(2, 60) =4.77, p < .05, but not
in the analysis of data only from Days 6 and
7, F(2, 10) = 1.84, p > .05. However, con-
trasts computed from the latter analysis
showed that the memory-load effect with
eight alternatives increased from Day 6 to
Day 7, F(1, 10) =7.34, p < .05, but the
effect with two alternatives did not change
over days, F(1,10) < 1.

A final point of interest is that the propor-
tionality of effects was about as strong on
Day 7 at it was on Day 1. Memory load in-
creased the slope of the best fitting linear
function relating reaction time to number of
alternatives by about 46 msec/alternative on
Day 1 and about 47 msec/alternative on Day
7. A simple interaction between memory

Table 3
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Figure 1. Mean reaction times in the choice task of
Experiment 1 each day as a function of number of
stimulus—response alternatives. (Memory-load condi-
tions constitute the parameter: 0=no digits in
memory; 8 = eight digits in memory.)

load, number of alternatives, and days (Days
1 and 7) was not significant, F(2, 60) < 1.
The error data, presented in Table 3, show
similar trends.
Memory task. The mean number of digits
recalled in correct order in each condition

Proportion of Errors itn Choice Task Each Day as a Function of Number of

S—R Alternatives (Experiment 1)

No. of S-R alternatives

Memory load

Day (no. of digits) 0 2 4 8

1 0 — .05 .04 .02
8 —(7.04) .04 (6.89) .07 (6.70) .11 (6.10)

2 0 — .05 .03 .03
8 —(7.20) .04 (6.75) .04 (6.93) .09 (6.43)

3 0 — .03 .03 .06
8 —(7.22) .03 (7.00) .05 (6.88) .08 (6.68)

4 0 — .06 .08 .04
8 —(7.47) .04 (7.28) .03 (7.11) .08 (6.97)

5 0 — .08 .10 .04
8 —(7.58) .08 (7.03) .03 (7.28) .06 (7.40)

6 0 — .04 .05 .04
8 —(7.61) .06 (7.52) .06 (7.12) .08 (7.15)

7 0 — .07 .05 .06
8 —(7.84) .07 (7.46) 11 (7.30) 17 (6.13)

Note. S-R = stimulus—response. Zero S-R alternatives represent single-task memory trials.

Numbers in

parentheses are mean numbers of digits recalled in correct order.
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each day appears in Table 3. Early in prac-
tice (Days 1-3), memory performance was
affected by choice task conditions, being
worse the larger the number of alternatives,
complementing the interaction between mem-
ory load and number of alternatives at the
same stage of practice. Later (Days 5 and
6), choice conditions had a negligible effect
on memory performance, complementing the
additivity of memory-load and number-of-
alternatives effects found in the correspond-
ing reaction time data. Finally, when the
mapping changed on Day 7, recall perform-
ance dropped dramatically in the eight-choice
condition, complementing the return of the
interaction in the reaction time data.

These effects were apparent in the statis-
tical analyses. First, the main effect of con-
ditions was significant, F(3, 15) = 10.96,
p < .01, as was the interaction between con-
ditions and days, F(15,75) = 1.85, p < .05,
which reflects a transition analogous to the
transition from interaction to additivity in
the reaction time data, Second, Fisher’s least
significant difference (1.SD) test (Kirk,
1968), using the interaction between sub-
jects, conditions, and days from the analysis
of Days 6 and 7 to compute an error term,
found no significant difference between any
of the conditions on Day 6, which reflects the
additivity observed in the corresponding re-
action time data. However, when the L.SD
test was repeated, using an error term based
on data from all seven sessions, recall in
four- and eight-choice conditions was found
to be significantly worse than recall in two-
choice and single-task conditions (p < .05).

Third, the simple interaction between con-
ditions and days (Days 6 and 7) was mar-
ginally significant in the analysis of Days 6
and 7, F(3, 15) =2.87, p < .08, but was
highly significant in the analysis of all seven
sessions, F(3, 90) =6.49, p < .01, which
reflects a recovery of interference on Day 7.
Fisher’s LLSD test was applied to the data of
Day 7, and the eight-choice condition was
found to produce significantly poorer recall
than did any other condition (p < .05) when
the error term was computed from the anal-
ysis of Days 6 and 7. When the error
term was computed from the analysis of all
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the data, eight-choice recall was worse than
all others, and four-choice recall was worse
than single-task recall (p < .05).

Discussion

This experiment was designed to deter-
mine whether practice with consistent map-
ping and practice with dual-task conditions
together were sufficient to produce automa-
ticity and to test the necessity of practice with
consistent mapping by varying the mapping
on Day 7. The data suggest that the two
kinds of practice together are sufficient to
produce automaticity in that the appropriate
interaction appeared early and diminished
throughout practice, until finally, additive
effects were observed. The findings also im-
plicate practice with consistent mapping as a
necessary condition for the development of
automaticity because performance with the
new mapping on Day 7 was less automatic
than performance with the old mapping on
Day 6.

Experiment 2
Results

Choice task. Mean reaction times in each
combination of choice and memory-load con-
ditions each day are plotted in Figure 2. The
relevant aspect of these data is the possibility
of a transition from interaction to additivity,
which would reflect the development of auto-
maticity with practice in dual-task conditions
while the mapping varied from day to day.
The figure shows no evidence of such a tran-
sition: The effects of memory load and num-
ber of alternatives were proportional early in
practice and remained so throughout the ex-
periment,

This effect was apparent in the statistical
analysis. Reaction time increased with num-
ber of alternatives, F(2, 10) = 13247, p <
.01, and with memory load, F(1, 5) = 37.58,
p < .01, and the interaction between them
was highly significant, F(2, 10) = 12.95,
p < .01. Neither the interaction between
memory load and days, F(5, 25) < 1, nor
the interaction between memory load, num-
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ber of alternatives, and days, F(10, 50) =
1.10, p > .05, was significant; the interac-
tion between memory load and number of
alternatives remained stable over 6 days of
practice.

Again, the error data corroborated the
findings with reaction time. Mean error rates
in each condition each day appear in Table 4.

Memory task. The mean number of digits
recalled in correct order in each condition
each day appears in Table 4. Complementing
the reaction time data, recall performance
was affected by choice task conditions such
that dual-task recall was poorer than single-
task recall, and in the dual-task conditions,
recall was poorer the larger the number of
alternatives. These effects remained stable
throughout practice.

Statistical analysis supported these ob-
servations: The main effects of conditions,
F(3, 15) = 44.61, p < .01, and days, F(5,
25) = 9.06, p < .01, were significant, but the
interaction between them was not, F(15,
75) < 1.

Discussion

This experiment pitted practice with dual-
task conditions against practice with varied

Table 4
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Figure 2. Mean reaction times in the choice task of
Experiment 2 each day as a function of number of
stimulus—response alternatives. (Memory-load con-
ditions constitute the parameter: 0 =no digits in
memory ; 8 = eight digits in memory.)

mapping and found that automaticity did not
develop. In both the reaction time data and
the recall data, dual-task interference was
greater the larger the number of alternatives

Proportion of Errors in Choice Task Each Day as a Function of Number of

S—R Alternatives (Experiment 2)

No. of S-R alternatives

Memory load

Day (no. of digits) 0 2 4 8
1 0 — .03 .07 .08
8 — (6.18) 03 (5.87) 08 (5.73) 22 (5.21)
2 0 — .04 .06 A1
8 —(6.86) .03 (6.07) .13 (5.91) 12 (5.91)
3 0 — .03 .06 .08 v
8 —(697) 05 (6.28) 11 (6.14) 23 (5.54)
4 0 — .06 .08 .09
8 —(6.97) 02 (6.48) 08 (6.29) 22 (5.92)
5 0 — .08 .08 .10
8 —(1.30) 00 (6.67) .08 (6.54) 20 (6.15)
6 0 —_ .06 .08 12
8 —(7.12) .07 (6.63) .10 (6.44) 17 (6.12)

Note. S-R = stimulus—response. Zero S—R alternatives represent single-task memory trials. Numbers in
parentheses are mean numbers of digits recalled in correct order.
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Figure 3. Mean reaction times in the choice task of
Experiment 3 each day as a function of number of
stimulus-response alternatives. (Only single-task
trials were run on Days 1-5; on Days 6 and 7, 0 =
no digits in memory, and 8 = eight digits in mem-
ory.)

and remained so throughout practice. This
pattern of results contrasts sharply with the
development of automaticity observed in Ex-
periment 1, and together they suggest two
conclusions. First, practice with consistent
mapping seems to be a necessary condition
for the development of automaticity since
automaticity developed with consistent map-
ping but not with varied mapping. Second,
they suggest that practice with dual-task con-
ditions is not sufficient to produce automatic-
ity since automaticity developed after 6 days
of dual-task practice in Experiment 1 but not
in Experiment 2, It is possible, however, that
more extensive practice with dual-task con-
ditions and varied mapping might produce
automaticity (cf. Spelke et al., 1976). The
present data indicate only that in the short
run, practice with consistent mapping is more
effective in producing automaticity. The third
experiment provided further evidence of its
effectiveness.

Experiment 3
Results

Choice task. The mean reaction times in
each combination of choice and memory-load
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conditions are plotted in Figure 3. Note that
for the first 5 days there was no memory
task. Two aspects of the data are relevant,
First, on Day 6 when the memory task was
first introduced, memory load and number of
alternatives may or may not interact, and
second, on Day 7 when the new mapping was
introduced, the interaction between memory
load and number of alternatives may or may
not be larger than the one on Day 6.

The figure shows a gradual reduction in
reaction time and in the effects of number of
alternatives over the first 5 days of practice.
On Day 6 when the memory task was first
introduced, the effect of memory load ap-
peared greater the larger the number of
alternatives, but the proportionality of effects
was much less prominent than on Day 7
when the new mapping was introduced.

These observations received some support
in the statistical analyses. For the first §
days, the main effect of number of alterna-
tives was significant, F(2, 10) = 29.96, p <
.01, as was its interaction with days, F(§,
40) = 3.38, p < .01. Further, there was no
effect of a dummy “memory-load” factor
during this period (Fs <1 for the main
effect and the interactions). On Day 6 when
the memory task was introduced, the mem-
ory-load effect with eight alternatives was
not significantly larger than the effect with
two alternatives, F(1, 10) = 2.64, p > .05,
which reflects the outcome of a similar con-
trast on Day 6 of Experiment 1, The inter-
action between memory load, number of
alternatives, and days, which reflects a “re-
covery of interference” on Day 7, was not
significant, F(2, 10) < 1. However, con-
trasts showed that the memory-load effect
with eight alternatives increased from Day
6 to Day 7, F(1, 10) =7.54, p < .05, but
the effect with two alternatives did not, F(1,
10) < 1. Note that the pattern of significance
replicates the pattern from the comparable
analysis in Experiment 1.

The error data, presented in Table 5, re-
veal similar trends.

Mewmory task. The mean number of digits
recalled correctly in each condition on Days
6 and 7 appears in Table 5. On both days,
memory performance seemed worse the
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Proportion of Errors in Choice Task Each Day as a Funclion of Number of

S-R Alternatives (Experiment 3)

No. of S-R alternatives

Memory load

Day (no. of digits) 0 2 4 8
1 0 — .02 .05 A1
2 0 — .03 .05 .08
3 0 —_ .03 .05 .09
4 0 — .04 .03 .05
5 0 — .03 .04 .06
6 0 — .03 .06 .06
8 —(5.60) .03 (5.62) .07 (5.30) .09 (5.09)
7 0 — .04 .05 10
8 —(6.15) .09 (5.65) .10 (5.20) 21 (4.83)

Note. S-R = stimulus—response. Zero S—R alternatives represent single-task memory trials. Numbers in
parentheses are mean numbers of digits recalled in correct order.

larger the number of alternatives, but the
trend was stronger on Day 7 than on Day 6.

These observations were supported by sta-
tistical analysis. Fisher’s LSD test revealed
no significant differences between any of the
conditions on Day 6 but showed that the
four-choice and eight-choice conditions dif-
fered significantly from the single-task con-
dition and that the eight-choice condition
differed significantly from the two-choice
condition on Day 7 (p < .05).

Discusston

This experiment pitted practice with con-
sistent mapping against practice with single-
task conditions and found some evidence that
automaticity had developed. When dual-task
conditions were first introduced after 5 days
of practice with consistent mapping, the in-
teraction between memory load and number
of alternatives was relatively weak ; memory
load increased the slope of the best fitting
linear function relating reaction time to num-
ber of alternatives by 15 msec/alternative,
which was about the same as the 16 msec/
alternative increase observed on Day 4 of
Experiment 1. This suggests that automatic-
ity can develop to some extent without prac-
tice in dual-task conditions; such practice
may only speed the development.

When the mapping changed on Day 7,
there was some evidence that the interaction

between memory load and number of alterna-
tives increased in magnitude, mimicking the
recovery of interference observed in Experi-
ment 1. Memory load increased the slope by
35 msec/alternative on Day 7 of Experiment
3, which was about the same as the 32 msec/
alternative increase observed on Day 2 of
Experiment 1. This finding suggests that
practice with consistent mapping was respon-
sible for whatever automaticity was observed
on Day 6.

These conclusions, together with related
conclusions from Experiments 1 and 2, sug-
gest that practice with dual-task conditions
is relatively unimportant in the development
of automaticity (compare the first 2 days of
practice with dual-task conditions in Experi-
ments 1, 2, and 3; also see Bahrick et al,,
1954). The arguments to the contrary by
Neisser (1976) and his colleagues (Spelke
et al., 1976) receive no support.

General Discussion

The theory underlying the use of the con-
current-memory-load technique as a measure
of attention and automaticity predicts the ex-
istence of (a) interactions between memory
load and parameters of a reaction time task,
which indicate the attention demands of task
components associated with those param-
eters, (b) additivity of effects between mem-
ory-load and reaction-time-task parameters,
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which indicates the automaticity of the asso-
ciated components, and (c) a transition from
interaction to additivity, which indicates the
development of automaticity with practice.
The experiments reported here have pro-
vided empirical support for all three predic-
tions; interactions were found in each ex-
periment, additivity was found in Experi-
ment 1 (and possibly Experiment 3), and a
clear transition from interaction to additivity
was found in Experiment 1. Thus, the tech-
nique seems internally consistent.

The findings that bear on the relative im-
portance of practice with consistent mapping
and practice with dual-task conditions are
consistent with other findings when this tech-
nique is used, Logan (1978, Experiments 1
and 2) trained two groups of subjects to per-
form a memory-search task with and without
a concurrent memory load. One group used
the same target sets throughout practice
(consistent mapping), and the other used
different target sets each day (varied map-
ping). Target-set size was varied so that the
crucial interactions involved target-set size
and memory load. The consistent-mapping
group showed a transition from interaction to
additivity, which corroborates the present
Experiment 1, and the varied-mapping group
showed an interaction that remained stable
throughout practice, which corroborates the
present Experiment 2, Together, these find-
ings support the tentative conclusions that
practice with consistent mapping may be
necessary and sufficient to produce automa-
ticity and that practice with dual-task condi-
tions may be neither,

The present findings are also relevant to
the hypothesis that attention demands in-
crease with the amount of preparation neces-
sary to enable performance on a task
(Logan, 1978). The hypothesis was an at-
tempt to resolve a paradox arising from the
findings, summarized in Table 1, that mem-
ory load had a robust main effect on reac-
tion time yet its effects were additive with
respect to parameters representing each of
the four major components thought to un-
derlie performance on the task (e.g., Stern-
berg, 1969). Apparently, the task as a whole
required attention, but its components did
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not. The role of attention, it was conjec-
tured, is to assemble a set of existing auto-
matic components, productions, or subrou-
tines in an arrangement that satisfies novel
task requirements (see Carr, in press; Carr
& Bacharach, 1976). Parameters that vary
the number of components or the way in
which they are coordinated were expected
to interact with memory load, whereas pa-
rameters that have no effect on preparation
were expected to have additive effects. In-
deed, the interactions and additives reported
earlier may be interpreted in this way.

In the present experiments, each S-R
alternative in the choice task represents a
unique constellation of perceptual and motor
adjustments that must be made and main-
tained for the task to be performed correctly,
and each was expected to draw on atten-
tional capacity. The interactions suggest
they did; the more of them, the more load-
ing memory interfered. The additivity ob-
served on Day 6 of Experiment 1 suggests
that a set of S-R alternatives that have been
prepared together consistently throughout
practice cafi be prepared as a whole, without
considering each alternative separately; at-
tention to the task becomes sufficient to en-
able the relevant set of alternatives (see
Logan, 1978, Experiment 1), This possibil-
ity is discussed further in subsequent sec-
tions. The additivity on Day 6 of Experi-
ment 1 also supports the conjecture that
preparing for such tasks demands attention
whereas executifig them ofice an appropriate
stimulus appears does not. At that point in
practice, each S-R alternative still affected
the time required for execution but no longer
affected the capacity required for prepara-
tion. However, it is unlikely that execution
is automatic in all speeded tasks. Serial addi-
tion, for example, seems to require a number
of attentional adjustments in the course of
producing the final sum (Hitch, 1978).

Possibility of Specific Interference

Interpretation of the results in terms of
attention and autematicity is based on the
assumption that the two tasks involved did
not share processing capacities other than
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attention. This section addresses the possibil-
ity that the present findings may have re-
sulted from overloading specific capacities.

An important consideration is the involve-
ment of verbal coding in many short-term-
memory tasks (for a review, see Baddeley &
Hitch, 1974). Indeed, some investigators
have suggested that tasks will interfere with
(or be interfered with by) short-term mem-
ory only to the extent that they require
verbal coding (e.g., Reitman, 1971 ; Shiffrin,
1973; also see Roediger, Knight, & Kanto-
witz, 1977). Had the reaction time tasks
required verbal coding, the specific capacity
for such coding may have been overloaded
and so may have produced the observed in-
terference between tasks. Possibly, the con-
sistent mapping in Experiment 1 (and Ex-
periment 3) may have allowed subjects to
develop a reliance on some other form of
coding (i.e., they may rehearse the mapping
codes verbally at the beginning of practice
and subsequently shift to a form of spatial
rehearsal, perhaps imagining each letter
superimposed on the spatial position of its
corresponding key). As subjects came to
rely more exclusively on such coding, inter-
ference with the memory task would dimin-
ish and so produce the observed transition
from interaction to additivity. In Experi-
ment 2, the mapping may have changed too
quickly for any reliance on nonverbal coding
to have developed so that interference be-
tween tasks might persist throughout prac-
tice.

This interpretation is challenged some-
what by several reports of interference be-
tween a verbal short-term-memory task and
nonverbal tasks performed within the reten-
tion interval (Crowder, 1967; Reitman,
1974 ; Watkins, Watkins, Craik, & Mazuryk,
1973; also see C. Anderson & Craik, 1974),
Such interference is typically less than that
observed when verbal tasks are performed
within the retention interval (Reitman, 1971,
1974), which leads investigators to suggest
that verbal short-term memory relies on a
specific capacity for verbal coding as well as
a general attentional capacity; verbal tasks
may produce more interference because they
overload verbal coding capacity as well as
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attentional capacity (e.g., Watkins et al,,
1973). Thus, the interference in the present
experiments need not have resulted from
overloading a specific capacity for verbal
coding ; it may have resulted from overload-
ing attentional capacity, as was assumed.

However, the possibility of specific inter-
ference cannot be dismissed easily. The in-
terference in the present studies may well
have resulted from overloading verbal ca-
pacity, even if there is a general attentional
capacity. Alternatively, it may have resulted
from overloading some other specific ca-
pacity, neither verbal nor attentional. More-
over, the interference in other studies be-
tween verbal short-term-memory and non-
verbal tasks can be interpreted differently.
The tasks were nonverbal only operationally
(i.e., neither stimuli nor responses were ver-
bal) ; subjects were free to adopt a verbal
strategy (i.e., creating names for lights and
tones) and may well have done so. It is
clear that more work must be done to eval-
uate these possibilities and to determine the
range of conditions under which subjects
will rely on verbal strategies.

Concurrent-Memory-Load and
Zero-Slope Automaticity

Automaticity has also been identified with
a slope of zero in the function relating reac-
tion time to the number of S-R alternatives,
target-set size, array size, and so forth, and
attention demand, with the amount by which
the slope is greater than zero (e.g., Neisser,
Novick, & Lazar, 1963; Shiffrin & Schnei-
der, 1977). This, the zero-slope technique,
also assumes that attentional capacity is lim-
ited and can be shared by all task compo-
nents, The slope is interpreted as a measure
of the interference that results from loading
capacity with an additional S-R alternative,
target-set member, array element, and so
forth, In multiple-choice tasks, for example,
each S-R alternative may require capacity
so that capacity demands would be greater
the larger the number of alternatives. Since,
by assumption, reaction time increases in
proportion to the deficit between capacity
supplied and capacity demanded, reaction
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time would increase with the number of
alternatives. With practice, however, each
alternative would demand less capacity (by
assumption) and thus reduce the total de-
mand. The effect would be greater in condi-
tions involving more alternatives, and as a
result, performance would show more im-
provement the greater the number of alter-
natives. If the function relating reaction
time to the number of alternatives were
linear, the slope would approach zero with
practice.

The zero-slope technique may be applied
to any task in which a variable number of
equivalent components draw on the same
source of capacity and, in the limiting case
of automaticity, can function in parallel,
Thus, multiple-choice, memory-search, and
visual-search tasks are appropriate candi-
dates, but serial addition tasks are not. Al-
though serial addition depends on a variable
number of equivalent components (simple
addition operations), the components must
follow each other in some sequence ; the lim-
iting case of zero slope could never be at-
tained. Moreover, the zero-slope technique
seems to require the assumption that only
one capacity limits performance. If more
were involved, one capacity could stop in-
fluencing performance before the others,
without the slope reaching zero. If that ca-
pacity were attention, automaticity would
have occurred but would not have been de-
tected.

By contrast, the concurrent-memory-load
technique can be applied to any task in which
some parameter is varied, and so has a
broader range of application. Moreover, it is
relatively comfortable with the possibility
of many capacities; inferences are based on
slope differences (i.e., interactions) instead
of absolute slopes, In the example above,
automaticity could have been detected as a
slope difference of zero had dual-task condi-
tions been included in the design.

With the zero-slope technique as well,
practice with consistent mapping is impor-
tant to the development of automaticity, but
considerably more practice is necessary for
automaticity to develop completely. In a
multiple-choice task, Mowbray and Rhoades
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(1959) found that several hundred sessions
of practice with the same mappings (45,000
responses) were required to eliminate the
difference between four-choice and two-
choice reaction times (i.e., to produce a
slope of zero). In memory search, several
investigators have found slopes to approach
zero after practice with consistent mapping
(Corballis, 1975; Graboi, 1971 ; Kristoffer-
son, 1972b, 1977; Shiffrin & Schneider,
1977), and others have found no reduction
in slope when mapping is varied trial to trial
or day to day (Burrows & Murdock, 1969;
Kristofferson, 1972a), Usually more than 20
sessions of practice with consistent mapping
are necessary to produce zero slopes (Krist-
offerson, 1977; Ross, 1970; Shiffrin &
Schneider, 1977), though Neisser et al.
(1963) found a zero slope after only 10 ses-
sions.

By contrast, with the concurrent-memory-
load technique only six sessions of practice
with consistent mapping were required to
produce automaticity in a multiple-choice
task (Experiment 1), and only four sessions
of such practice were required in memory
search (Logan, 1978 Experiment 1), Such
substantial differences in the time course of
automatization suggest that the two tech-
niques may tap changes in the allocation of
different capacities.

Multiple-choice and memory-search tasks
require novel combinations of existing abil-
ities (i.e., pressing huttons upon seeing let-
ters) so that performance may be limited
both by an executive capacity for recruiting
and combining abilities and by the specific
capacities of systems of perception and re-
sponse recruited for the task. Practice with
consistent mapping allows the subject to
profit from changes in the organization of
abilities and changes in the abilities them-
selves that reduce the load on their respec-
tive capacities. The resulting improvements
in performance will be reflected in the differ-
ent measures of automaticity.

The concurrent-memory-load technique
may tap changes in the organization of abil-
ities; automatization might involve a search
for the combination of abilities that accom-
plishes the task quickly and accurately with
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the least investment of capacity. By assump-
tion, executive capacity is used in all tasks
and can be re-allocated quickly to provide an
immediate, integrated response to a new task
(cf. Baddeley & Hitch, 1974; Carr, in
press). The rapid changes in allocation
wauld allow the search for an optimal orga-
nization to procede relatively quickly and to
take immediate advantage of new, more eco-
nomical abilities that might appear in the
course of practice (i.e., the transition from
verbal to spatial coding discussed earlier may
save capacity ).

The zero-slope technique may tap changes
in specific perceptual (and motor) abilities
recruited for the task; automatization may
involve a search for the distribution of per-
ceptual resources (eg., the weighting of a
set of distinctive features; J. A. Anderson,
Silverstein, Ritz, & Jones, 1977) that
achieves the required discrimination guickly
and accurately with the least investment of
perceptual capacity (i.e., perceptual learning
or tuning; cf. Carr & Bacharach, 1976;
Shiffrin & Schneider, 1977). Specific per-
ceptual capacities are used in some tasks but
not in others and may already be tuned to
familiar task environments. The allocation of
perceptual capacity might change gradually,
slowly accumulating the effects of regular,
invariant events with very little reliance on
external control. Since unique events would
have little effect in the long run, gradual
changes in allocation could protect existing
sensitivities from disruption by unusual re-
quirements of short-lived tasks and even-
tually develop new sensitivities to invariant
characteristics of new task environments
(see J. A. Anderson et al., 1977). Thus, the
search for an optimal distribution of per-
ceptual resources might proceed rather
slowly.

The identification of concurrent-memory-
load automaticity with strategic adjustment
of existing abilities and of zero-slope auto-
maticity with perceptual learning is clearly
speculative and does not exclude other inter-
pretations of the data, But since the em-
pirical separation of strategic and structural
limitations on performance would be an im-
portant step toward understanding the
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mechanics of thought, the possibility war-
rants further investigation,

Conclusions

The experiments have validated the con-
current-memory-load technique by showing
that interaction, additivity, and a transition
from interaction to additivity can all occur in
real data. The tentative conclusion that prac-
tice with consistent mapping seems to be a
necessary and sufficient condition for pro-
ducing the transition (and that practice in
dual-task conditions seems neither necessary
nor sufficient) relates the technique to other
theory and data on attention and automatic-
ity and attests further to its validity, The
present results, in combination with previous
findings, suggest that the technique taps
processes of preparatory attentional control
capable of fast, strategic tuning.
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