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In several experiments, it was found that global perception of spatial form can
arise exclusively from unpredictable but synchronized changes among local
features. Within an array of nonoverlapping apertures, contours move in one
of two directions, with direction reversing randomly over time. When contours
within a region of the array reverse directions in synchrony, they stand out
conspicuously from the rest of the array where direction reversals are unsyn-
chronized. Clarity of spatial structure from synchronized change depends on the
rate of motion reversal and on the proportion of elements reversing direction
in synchrony. Evidently, human vision is sensitive to the rich temporal structure
in these stochastic events.

For objects to be seen, they must stand out
from their backgrounds. The role of spatial
structure in scene segmentation has been ex-
haustively studied this century, beginning
with the landmark work of the Gestalt psy-
chologists. From that work, we know a great
deal about how figure/ground segmentation is
influenced by spatial factors including prox-
imity, continuity, and symmetry (1). At the
same time, we know that vision is dynamic:
Objects can move about the visual environ-
ment unpredictably, and as observers we are
chronically moving our eyes and heads to
sample that environment. Consequently, the
optical input to vision also contains rich,
complex temporal structure. Can the visual
system exploit that temporal structure to seg-
regate objects from their backgrounds? Re-
cently this question has attracted growing
interest (2), attributable in part to the contro-
versial idea that neural coding of visual ob-
jects and events uses temporal fine structure
in neural responses (3).

We have created visual displays in which
global spatial structure is defined exclusively
by temporal fine structure among elements
undergoing rapid, irregular change. In our
animation displays, individual, static frames
contain no information whatsoever about spa-
tial structure. Our displays can be construed
as a temporal analog to the random-dot
stereogram in which disparity alone defines
global form (4). Using these displays, we
have discovered that human vision is remark-
ably sensitive to temporal fine structure con-
tained in stochastic events.

Consider an array of many small circular
patches, each containing contours of a given
orientation (Gabor elements); throughout the
array, contour orientation varies randomly
among patches (Fig. 1A). Although the cir-

cular patches themselves are stationary, the
contours within each patch move in one of
two directions orthogonal to their orientation,
with motion direction reversing irregularly
over time according to a Poisson process.
With no constraints on when individual ele-
ments reverse their directions of motion, the
display lacks any hint of spatial structure. But
suppose we specify that all Gabor elements
within a virtual “figure” region reverse their
directions of motion simultaneously while, at
the same time, Gabor elements outside of this
region change direction independently of one
another. Now, the “figure” region defined by
temporal synchrony stands out conspicuously
from the background. Note that grouping of
those Gabor elements defining the figure is
impossible on the basis of direction of mo-
tion, contour orientation, or any other lumi-
nance-based cue. Even comparing two suc-
cessive, static frames of the animation would
provide no information about the figure, for
all contours move from frame to frame. Only
synchronized changes in direction of motion
distinguish figure from background.

To quantify and manipulate the informa-
tion contained in these stochastic displays,
we derived several indices of the temporal
structure embodied by changes in motion di-
rection. First, the predictability of motion
direction within individual Gabor elements
can be expressed in terms of entropy (5).
Each element moves in either of two direc-
tions, a or b; thus, each Gabor conveys one of
two “messages” with associated probabilities
Pa and Pb. The average information con-
veyed by a single Gabor element, then, is
given by

Hav 5 –[Pa*log2(Pa) 1 Pb*log2(Pb)] (1)

Figure 1B shows how entropy varies with Pa

in these displays. For each Gabor patch we
define the time series of motion reversals
using the concept of the point process (6), a
sequence of points denoting when events oc-
cur (Fig. 1C).

We created an array of Gabor patches,
each of which has its own point process, and
we specified the extent to which all possible
pairs of point processes within given spatial
regions of the array were correlated (7).
Here, “correlation” refers to the likelihood
that a subset of Gabor elements reverses their
directions of motion simultaneously. All Ga-
bor elements were always moving, and the
individual directions of motion varied ran-
domly over the entire array. The only source
of information for grouping a subset of Gabor
elements was the temporal synchrony of their
reversals in direction of motion. In the lan-
guage of Gestalt psychology, this information
represents a form of common fate (8), with
temporal synchrony providing the sole cue
for spatial grouping.

How accurately can human vision register
the fine temporal structure in these stochastic
displays, and how efficiently can that struc-
ture be used for spatial grouping? To answer
these questions, we systematically varied the
entropy of the entire display and the average
correlation among Gabor elements within a
rectangular region of the display. Using a
two-alternative forced-choice procedure, we
required observers to judge over a series of
1-s trials whether that rectangular region was
vertically or horizontally oriented. Holding
area constant, we manipulated the aspect ra-
tio of this rectangular region to vary the
difficulty of the task; the location of the
rectangular region varied from trial to trial,
preventing observers from attending to a sub-
set of Gabor elements.

With high entropy and high correlation, the
“figure” region stood out conspicuously, result-
ing in flawless performance (Fig. 2). Indeed, the
accuracy of shape discrimination rivals that
measured using motion- and contrast-defined
rectangles (9). At lower values of correlation,
the shape of the rectangular figure was ill-
defined and thus performance suffered. This is
predictable because lowering the average cor-
relation among point processes within the fig-
ure region reduces the signal-to-noise ratio of
the relevant cue. Discrimination performance
also fell with decreased entropy, which stands
to reason because the rate of information (bits
per second) relevant to the task was reduced. It
is noteworthy that performance was best at the
highest entropy level, which implies that the
visual system can register fine temporal struc-
ture with high fidelity. Of course, there must be
an upper limit to the effectiveness of entropy,
imposed by the limited temporal resolution of
the visual system. At the 100-Hz frame rate of
our display, the highest value of entropy pro-
duced, on average, 50 changes per second in
direction of motion. Earlier work using repeti-
tively flickering elements suggests that this val-
ue could represent an upper limit to entropy’s
effectiveness (2).

Local motion was produced by small spa-
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tial phase shifts of the grating within its aper-
ture. Thus, when a grating reversed direction of
motion, it very briefly returned to the same
spatial position it occupied two frames earlier in
the animation sequence. In principle, this spatial
coincidence could produce a momentary en-
hancement in apparent contrast owing to local
luminance summation. Of course, these en-
hancements in local contrast would occur
throughout the entire array, but they would
occur simultaneously among figure elements
but not simultaneously among background ele-
ments. If contrast signals were pooled within
subregions of the display, observers might get
an overall impression of larger net changes in
apparent contrast within the figure compared to
the background. If an observer’s performance
were based on such an impression, shape dis-
crimination should suffer when comparable net
changes in apparent contrast are introduced into
the background as well. This is easily accom-
plished by specifying that all background ele-
ments follow a single point process uncorre-
lated with the point process defining the figural
elements. All background elements would
change directions of motion simultaneously and
therefore would be subject to the same pooled
contrast-enhancement effect as elements defin-
ing the figure. But if figure/ground segmenta-
tion depends on temporal synchrony, shape dis-
crimination should be enhanced when all back-
ground elements obey a single point process:
Now the background region too is unambigu-
ously defined, albeit by a point process unrelat-
ed to the one defining the figure.

With this in mind, we retested three ob-
servers on the shape discrimination task, us-
ing Gabor arrays in which the point processes
for background elements were either un-
correlated or perfectly correlated. In both
conditions, point processes for elements
within the figural region were perfectly cor-
related. Performance was consistently supe-
rior for the latter condition (Fig. 2B), ruling
out contrast enhancement as the cue for shape
discrimination.

Rotational motion also provides a potent
messenger for temporal synchrony. We cre-
ated an array of “windmills,” each of which
rotated either clockwise or anticlockwise
about its center (10). The direction of rotation
of each windmill reversed over time proba-
bilistically (Fig. 3). Again we specified that
all windmills within a “figural” region of the
array reversed their directions of rotation si-
multaneously, whereas those in the “back-
ground” region did not. In both regions some
windmills rotated clockwise and others rotat-
ed anticlockwise, so direction of rotation it-
self provided no cue for segmentation. The
figural region defined solely by correlated
change in direction of rotation stood out con-
spicuously from its background. It will be
informative to learn whether other “messen-
gers” of temporal structure besides motion

can be deployed in the interest of spatial
group (11).

In a final experiment, we used windmill
arrays to determine whether shape from tem-
poral synchrony provides input to stereoscop-

ic depth. Two windmill arrays were created
as stereo half-images, each portraying two
small squares above and below a central fix-
ation point; these squares were defined by
synchronized reversals in direction of rota-

Fig. 1. Spatial structure from correlated changes in direction of motion. (A) Each frame of the
animation sequence consisted of an array of small Gabor patches within which contours moved in
one of two directions orthogonal to their orientation, and motion direction changed irregularly over
time. Shown schematically on either side of the square array of Gabor patches are enlarged pictures
of several Gabor patches with double-headed arrows indicating the two possible directions of
motion. The time series indicate direction of motion, and the small dots associated with each time
series denote that time series’ point process (points in time at which direction changed). Gabor
patches within a virtual region of the array (shown in outline) had point processes that were
correlated, whereas Gabor patches outside this virtual area were uncorrelated. Time scale is
dependent on entropy level. (B) Informational content of each Gabor element was specified in
terms of entropy, the amount of information about direction conveyed per unit time. Entropy is
determined by the complementary probabilities that motion will be in one direction (Pa) or the
other direction (Pb) of motion. When the probability of either direction is equal, direction of motion
is highly unpredictable over time: Entropy is maximum. When the probability of one direction is
much less likely, direction is more predictable: Entropy is low. (C) Average correlation among point
processes within a “virtual” figure region could range from zero to unity. To manipulate correlation,
we generated sets of point processes whose average pairwise correlations corresponded to the
value desired; these point processes were then assigned to the Gabor elements within the target
region. When all Gabor elements within a given region follow the same point process, correlation
is 1.0. When each Gabor patch follows its own, independently determined point process, average
correlation is zero. (With zero correlation, point processes may be partially correlated by chance
alone, some with positive correlation and some with negative correlation. All possible pairwise
correlations among point processes constitute a normal distribution with mean of zero.) Time scale
is dependent on entropy level.
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tion (10). We introduced a small crossed
disparity in either the upper or the lower pair
of squares. The two “squares” in the two
stereo half-images do not exist in individual
frames of the animation, so depth cannot
possibly be seen when two static half-images
are fused: The individual windmills on cor-
responding retinal areas do not even match
(except by chance) and are, therefore, rival-
rous throughout the array. With the dynamic
display, both squares were conspicuously vis-
ible, and one of the two appeared clearly
nearer than the other. Over a series of 100
trials, each 750 ms in duration, observers
judged which square appeared nearer in
depth. Performance on this two-alternative,
forced-choice task averaged 91% correct for

the four observers (scores ranged from 84 to
96% correct), indicating that shape from tem-
poral synchrony is registered before binocu-
lar combination and disparity computation.

Local elements can be spatially grouped
on the basis of a variety of cues including
luminance, color, disparity, texture density,
contour orientation, or common motion vec-
tors (12). None of these cues, however, can
contribute to the global spatial structure per-
ceived in our displays; shape from temporal
synchrony must involve computation of high-
order statistics. Specifically, the visual sys-
tem must (i) compute changes in velocity in
each of a number of spatially distributed mo-
tion vectors, (ii) register with high fidelity the
points in time at which those changes occur,

(iii) correlate the times at which those chang-
es occur over neighboring local elements
throughout the array, and (iv) identify bound-
aries associated with abrupt transitions in cor-
relation values among local elements. These
requisite computations are not ingredients
within contemporary models of shape percep-
tion (13) or models of structure from motion
(14). Nor can spatial structure from temporal
synchrony be explained by models in which
higher order motion signals are extracted by
nonlinear mechanisms (15). Any successful
theoretical account of our results will require
spatially interacting mechanisms exquisitely
sensitive to the rich temporal structure con-
tained in these high-order stochastic events.
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Bone Marrow as a Potential
Source of Hepatic Oval Cells

B. E. Petersen,1* W. C. Bowen,1 K. D. Patrene,2 W. M. Mars,1
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Bone marrow stem cells develop into hematopoietic and mesenchymal lineages
but have not been known to participate in production of hepatocytes, biliary
cells, or oval cells during liver regeneration. Cross-sex or cross-strain bone
marrow and whole liver transplantation were used to trace the origin of the
repopulating liver cells. Transplanted rats were treated with 2-acetylaminoflu-
orene, to block hepatocyte proliferation, and then hepatic injury, to induce oval
cell proliferation. Markers for Y chromosome, dipeptidyl peptidase IV enzyme,
and L21-6 antigen were used to identify liver cells of bone marrow origin. From
these cells, a proportion of the regenerated hepatic cells were shown to be
donor-derived. Thus, a stem cell associated with the bone marrow has epithelial
cell lineage capability.

Hepatic oval cells proliferate under certain
conditions, mainly when hepatocytes are pre-
vented from proliferating in response to liver
damage, and may be stem cells for hepato-
cytes and bile duct cells or the intermediate
progeny of a hepatic stem cell. Oval cells
may originate either from cells present in the
canals of Herring (1) or from blastlike cells
located next to bile ducts (2). Oval cells have
been shown to proliferate in certain patholog-
ical conditions, in which hepatocyte prolifer-

ation is inhibited before severe hepatic injury.
In experimental models, hepatocyte prolifera-
tion is suppressed by exposure of the animal to
2-acetylaminofluorene (2-AAF), and hepatic
injury can be induced by partial hepatectomy or
by administration of carbon tetrachloride
(CCl4) (3, 4). Oval cells express CD34, Thy-1,
and c-kit mRNAs and proteins (5–7) and flt-3
receptor mRNA (8), all of which are also found
in hematopoietic stem cells (HSC).

We tested the hypothesis that oval cells
and other liver cells may arise from a cell
population originating in, or associated with,
the bone marrow (BM). This hypothesis was
tested by three approaches: (i) bone marrow
transplantation (BMTx) from male rats into
lethally irradiated syngeneic females and de-
tection of donor cells in the recipients by
means of DNA probes to the Y chromosome
sry region; (ii) BMTx from dipeptidyl pepti-
dase IV–positive (DPPIV1) male rats into
DPPIV2 syngeneic females and detection of
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